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"To go wrong in one’s own way is better than to go right
in someone else’s."

- Fyodor Dostoevsky, Crime and Punishment





Abstract

The advances in electronics have been achieved by downscaling the physical size
of devices’ components to the nanometer range. However, already in the late
1990s, it was clear that the dimensional scaling of silicon-based technologies had
reached its limits. Therefore, to meet the requirements and expectations of future
applications, novel materials need to be employed and integrated within the current
infrastructure, which is mainly based on silicon.

In this scenario, two-dimensional (2D) materials might offer many advantages.
Indeed, the integration of graphene, the first among 2D materials, with comple-
mentary metal-oxide semiconductor (CMOS) compatible platforms is expected to
be the breakthrough point in the research field. In order to control the integration
process, the properties of the interface between graphene and substrate need to
be thoroughly investigated. However, graphene presents some fundamental weak-
nesses. Thus, in parallel to graphene’s investigation, research on novel 2D materials
beyond graphene has boosted over recent years. Therefore, this Ph.D. thesis focus
on the case of graphene deposited on Ge(110) via chemical vapor deposition and
potential alternatives to graphene, focusing specifically on silicene.

The thesis begins with a brief motivation for novel electronics, a background on
graphene’s electronic properties, and state-of-the-art graphene/Ge interface stud-
ies. The following chapter gives an overview of the main experimental techniques
used in this work.

The graphene/Ge(110) interface investigation describes the system’s structural,
electronic, and chemical properties. The study is structured to induce modification
in the interface by different thermal annealings in vacuum. Upon each annealing,
the interface is systematically characterized with different techniques to correlate
the various properties and offer the full picture of the system.

The last part of the thesis focuses on potential 2D materials that could overcome the
lack of bandgap in graphene. In this regard, a brief overview of the opportunities
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and challenges of growing X-enes is presented. Then the focus narrows on the
silicene case, and the studies on suitable substrates to support its synthesis. In this
scenario, the experimental work on CaF2 grown on Si(111) is finally described.



Resumé (summary in Danish)

Fremskridtene inden for elektronik er opnået ved at nedskalere den fysiske stør-
relse af elektronikenhedernes komponenter til nanometerområdet. Men allerede
i slutningen af 1990’erne stod det klart, at den dimensionelle skalering af silici-
umbaserede teknologier havde nået sin grænse. For at imødekomme kravene og
forventningerne til fremtidige applikationer skal nye materialer derfor anvendes og
integreres i den nuværende infrastruktur, som hovedsageligt er baseret på silicium.

I dette scenarie kan todimensionelle (2D) materialer give mange fordele. Fak-
tisk forventes integrationen af grafen, det først fundne 2D-materiale, med kom-
plementære metaloxid-halvleder (CMOS) kompatible platforme, at være gennem-
brudspunktet på forskningsområdet. For at kontrollere integrationsprocessen skal
egenskaberne af grænsefladen mellem grafen og substrat undersøges grundigt. Imi-
dlertid har grafen nogle grundlæggende svagheder. Parallelt med undersøgelsen af
grafen, har forskningen i nye 2D-materialer ud over grafen således fået et løft over
de seneste år. Denne ph.d. afhandling fokuserer derfor på tilfældet med grafen
deponeret på Ge(110) via chemical vapor deposition og potentielle alternativer til
grafen, med fokus specifikt på silicen.

Afhandlingen begynder med en kort motivering af ny elektronik, en baggrund om
grafens elektroniske egenskaber og state-of-the-art grafen/Ge-grænsefladestudier.
Det følgende kapitel giver et overblik over de vigtigste eksperimentelle teknikker,
der anvendes i dette arbejde.

Undersøgelsen af grafen/Ge(110)-grænsefladen beskriver systemets strukturelle,
elektroniske og kemiske egenskaber. Undersøgelsen er struktureret til at induc-
ere modifikation i grænsefladen ved forskellige termiske annealing i vakuum. Ved
hver annealing karakteriseres grænsefladen systematisk med forskellige teknikker
til at korrelere de forskellige egenskaber og give det fulde billede af systemet.

Den sidste del af afhandlingen fokuserer på potentielle 2D-materialer, der kunne
overvinde manglen på båndgab i grafen. I denne forbindelse præsenteres en kort



xii

oversigt over mulighederne og udfordringerne ved at dyrke X-ener. Derefter ind-
snævres fokus på silicen-tilfældet, og undersøgelser af egnede substrater til at un-
derstøtte silicens syntese. I dette scenarie beskrives slutteligt det eksperimentelle
arbejde med CaF2 dyrket på Si(111).
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CHAPTER 1
Introduction

1.1 Motivation for Novel Electronics

The improvements of electronic components have been achieved mostly through
dimensional scaling [1]. The fundamental units of modern electronic devices are the
transistors, which exist in different types, including field-effect transistors (FETs).
A FET is a three terminals device, with two of them (source and drain) separated
by a channel region, and the third one (called gate) separated from the channel by
an insulating barrier [2]. In order to operate a FET, a voltage is applied between
source and gate, which induces a current flowing from the source to the drain
terminal through the conducting channel.

Among the various type of FETs, the metal oxide semiconductor FET (MOSFET)
is the most commonly used in electronics, a simple model of MOSFET is shown in
figure 1.1. As explained by Dennard [3], in order to scale down a FET to a small
size, all the physical dimensions have to be proportionally scaled down while the
doping concentration of the conducting channel has to increase.

The progress in semiconductor technology is reflected in the doubling of the num-
ber of components, such as transistors, that follows the well-known Moore’s law
[4, 5]. Indeed, in the recent years, the semiconductor industry was able to offer
silicon logic technologies at the 7-nm technology node1 [6]. Alongside, memory
technologies stopped following the common dimensional downscaling of geometry
with the dynamic random access memory (DRAM) moving to the stacking of logic

1A technology node is a generation of semiconductor manufacturing processes associated with
a particular size.



2 Chapter 1. Introduction

Figure 1.1 | Model of a MOSFET. Cross-section of an n-channel Si MOSFET.
The length of the channel is defined by the length of the gate terminal. The thickness
of the channel is the depth to which the electronic properties of the semiconductor
(p-doped Si in this model) are influenced by the gate.

units to provide the memory capacity, decrease latency and increase bandwidth.
All these features are required in order to improve computing systems.

Similarly, the flash memories, which are the main data storage devices, also stopped
the dimensional downscaling in the two-dimensional (2D) plane of the chip. In-
deed, both the current and future generations of flash memories offer larger storage
capacity by stacking multiple layers of memory units in the third dimension.

Given the continuous increase in demand for faster and more powerful electronic
components, the semiconductor industry has to face some pressing questions.

How will the future technologies provide the required efficiency of computing sys-
tems? Will future applications require novel materials and device architectures?
How to integrate the novel materials with the current semiconductor infrastructure?
What is the new metric to assess technological progress now that the geometric
dimension of devices has ceased to be the suitable metric?

In order to build FETs that can quickly respond to variation of the source-gate
voltage, the gate length needs to be short and the carriers in the channel fast.
However, already in the 1990s, it was understood that the dimensional scaling
reached its limits because of the degraded electrostatic integrity and other issues
associated with short gate barriers [7]. All these problems are collectively known
as short-channel effects [8].

The scaling theory predicts that a FET with a thin insulating barrier combined
with a thin channel region (measured in the vertical direction in figure 1.1) will not
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suffer from short-channel effects even for very short gate lengths (measured in the
horizontal direction in figure 1.1) [9].

Unfortunately, for three-dimensional (3D) semiconductors, the carrier mobility and
transport along a channel below 3 nm degrades considerably [10].

Therefore, to sustain the demand for higher performance of future electronic devices
and processes for complementary metal-oxide–semiconductor (CMOS) technology2,
novel materials need to be employed for the channel. In this scenario, many ad-
vantages might be offered by 2D materials, which could in turn have a massive
economic impact on semiconductor technology, as summarized in figure 1.3.

Even though within a three dimensional world, the term 2D material is intrinsically
faulty, it well describes the main characteristic of these materials. 2D materials are
indeed only one- or few- atoms thick. Thus, the possibility of building channels
with a thickness of one- or few- atoms makes 2D materials extremely attractive for
FETs.

Triggered by the mechanical isolation of graphene, a single atomic layer of graphite,
and motivated by their remarkable properties, the 2D materials have been inten-
sively studied and over the last two decades the scientific community has achieved
important advances in the field. An overview of different 2D materials is presented
in figure 1.2.

The technological application of graphene is expected to revolutionize the electronic
industry, which is still built on conventional semiconductors, mainly on silicon. For
economic reasons, it is hard to think that the technology will suddenly switch from
Si to graphene. Instead, a breakthrough point can be achieved if graphene is
integrated with CMOS compatible platforms.

However, many are the challenges and obstacles to effective integration of graphene
with current technology.

One of the major challenges is the fabrication of graphene in sufficient quantity
and quality to be commercially relevant. Graphene was first produced via mechan-
ical exfoliation3 from graphite, which is an easy method to produce good quality
graphene. However, it is not a commercially viable technique [12].

2CMOS technology is the main technology for manufacturing integrated circuits. It uses both
n- and p-type transistors and the signal that switches ON a transistor type, switches OFF the
other one.

3Mechanical exfoliation is a top-down approach where graphene is prepared by exfoliating
graphite. In the ideal case, graphene can be peeled from the bulk graphite layer by layer. This
method usually leads to graphene flakes of different sizes and thicknesses.
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Figure 1.2 | Overview of 2D materials. Summary of different categories of 2D
materials according to their composition. Adapted from [11].
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Therefore, various alternative methods have been developed to support an eventual
large scale production. Among those, chemical vapor deposition (CVD) [13] has
been remarked as the most promising graphene production method because of the
relatively high sample quality and scalability.

As previously stated, the emergence of graphene also boosted the research for novel
2D materials, which are heavily studied and display outstanding properties that
could (i) improve existing applications, (ii) create new structures consisting of their
combinations and (iii) overcome the challenges and limitations of graphene itself.
Indeed, graphene presents also some fundamental weaknesses, above all the lack of
bandgap that, so far, has hampered its effective integration in digital logic devices.

Current silicon MOSFETs have the capability to switch-off, meaning that at steady
state no current flows through the gate4. Thus, current silicon CMOS offers very
low power dissipation thanks to the excellent switching capability, which in con-
ventional FETs requires channels made of semiconducting materials with sizeable
bandgaps.

Therefore, because of the absence of energy bandgap, a graphene device could not
be switched off, which would lead to both high leakage currents and high energy
dissipation.

However, it is important to note that this problem is not unsolvable and many
research groups are working on different strategies to overcome this limitation, for
example via the application of an electric field [14], quantum confinement of carriers
in nanometer-scale ribbons [15], surface functionalization with various atoms [16,
17], interaction with the substrate [18], and strain engineering [19].

For all these reasons, the development of synthesis, characterization, and device
fabrication processes for graphene has acted as a platform to study and develop all
the other 2D materials.

1.2 Graphene’s Electronic Properties

Graphene is a monolayer of sp2 hybridized carbon atoms, arranged in a hexagonal
structure called honeycomb lattice [20], as shown in figure 1.4.

Graphene was first isolated in 2004 via mechanical exfoliation by Geim and Novoselov
[21] and it has attracted interest for its ultrahigh carrier mobility (>10000 cm2/Vs)

4In this context, within the terminology of digital logic, gate does not refer to the gate terminal
of a transistor. It refers to a combination of at least two transistors able to perform a logic
operation.
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Figure 1.3 | Potential applications of 2D materials and modern transistor
devices. Applications of 2D materials integrated with conventional semiconductor
technology mapped in time and integration complexity. The area of the circles is a
rough qualitative estimate of addressable market opportunity. The position of a circle
indicates the time when the first products with the 2D materials-based technology
could potentially be introduced. Complexity increases when moving from back end of
line to front end of line integration. Adapted from [6].

Figure 1.4 | Graphene. On the left, schematic of a graphene monolayer. On the
right, the lattice structure of graphene, made out of two interpenetrating triangular
lattices. a1 and a2 are the lattice unit vectors (2.46 Å) and d is the nearest-neighbor
vector (1.42 Å).
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[20], optical transparency [22], high thermal conductivity [23], and impressive me-
chanical properties [24].

In-plane σ bonds result from the sp2 hybridization of the s, 2px and 2py orbitals
and connect each atom with its three nearest neighbors, with a bond length of 1.42
Å [20]. The σ bonds account for the robustness of the lattice structure in graphene
and all its derivatives. Due to the Pauli principle, these electronic bands have a
filled shell and thus form a deep valence band. The fourth carbon valence electron
is in the 2pz orbital. The 2pz orbitals are orthogonal to the graphene plane and
form the π bonds, which account for a delocalized electron cloud. Since each pz

orbital has one extra electron, the band is half filled [20]. Graphene’s electronic
structure is rather unique and can be described using a tight-binding Hamiltonian
[25].

The pz electrons, which form the π bonds, can be treated independently from the
other valence electrons. Within this π-band approximation, the dispersion relation
restricted to the first nearest neighbor interaction brings to the formation of two
non-interacting bands π and π∗.

The π states form the valence band and the π∗ states the conduction band. These
two bands touch at six points called the Dirac points. The symmetry of the system
allows these six to be reduced to a pair of independent points, denoted as K and K'.
In 3D materials, the electrons at band edges follow a quadratic energy-momentum
relation. Instead, in graphene, the bands have a linear dispersion and their struc-
ture can be seen as two cones touching at the Dirac points, as described in figure
1.5.

The crossing of the bands is allowed because the orthogonal π and π∗ states do
not interact. The fact that the two bands touch at the Dirac points indicates that
graphene has zero bandgap, and it is therefore described as a zero-gap semicon-
ductor. Since the band structure is symmetric around the Dirac points, electrons
and holes in pure, free-standing graphene should have the same properties [25].
The full derivation of the electronic band structure is omitted here, but a detailed
description can be found in [20].

Graphene’s charge carriers exhibit very high carrier mobility, up to ∼ 106 cm2/Vs
in suspended devices [26]. When graphene is deposited on a substrate, mobility is
reduced due to scattering caused by surface roughness, charged traps, defects, etc.
On the most commonly used substrate, oxidized silicon wafers, graphene shows
charge carrier mobility up to a few thousand cm2/Vs at room temperature [20] due
to scattering and charge inhomogeneity.
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Figure 1.5 | Graphene linear dispersion. Energy band diagram of graphene with
a zoom-in of the energy bands close to one of the Dirac points, showing the linear
dispersion. The valence π and conduction π∗ bands are well separated. The Fermi
level coincides with the Dirac points where the bands touch. Figure adapted from [20].

Because of the linear dispersion, charge carrier transport in graphene is ambipolar
[25], meaning that the majority of charge carriers can be continuously tuned be-
tween electrons and holes by applying an electric field by a suitable gate [27]. Gate
bias shifts the Fermi level EF either above or below the Dirac point, resulting in
electron or hole transport, respectively [25]. As the Fermi level is shifted by the
gate, the density of states (DOS) and thus the carrier density is changed [25]. The
Fermi energy can be shifted away from the Dirac point, either by applying a gate
voltage or by doping, as schematically reported in figure 1.6.

The resistance is determined by the response of electrons to the electric fields. The-
oretically, the resistance in pristine graphene can reach values around few hundreds
of Ω/sq, but can be highly increased (up to 105 Ω/sq) in presence of defects such
as interflake junction or grain boundaries, which act as tunneling barriers and ob-
struct the movement of the electrons [28]. Graphene’s resistance is related to the
DOS of its substrate, thus, since the DOS of graphene can be tuned by doping, the
resistance can slightly change depending on the interaction with the substrate [28].
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Figure 1.6 | Graphene energy dispersion around Dirac point. Blue indicates
levels filled with electrons while red indicates empty levels (holes). On the left, neutral
graphene where the valence band is completely filled with electrons and the conduction
band is completely empty. The Fermi level and the Dirac point coincide for this case.
In the middle, some electrons are drained from the valence band. This case corresponds
to hole-doped graphene where the Fermi level shifts below the Dirac point. On the
right, some extra electrons are forced into the conduction band. This case corresponds
to electron-doped graphene where the Fermi level shifts above the Dirac point.

1.3 Chemical Vapour Deposition Growth of Graphene

CVD is a process used both in research and industry to deposit thin films of various
materials [29] by feeding a source gas at a suitable temperature. The process
parameters such as temperature, pressure, and source gas flow, have a key role in
the resulting structure of the film deposited in terms of thickness (from one layer to
few layers) and defects. The fundamental five steps of a CVD process (illustrated
in figure 1.7 are:

• Diffusion of precursors to the substrate surface

• Adsorption of precursors onto the substrate surface

• Catalytic reactions of precursors on the substrate surface

• Supersaturation of species on the surface leading to nucleation

• Growth and expansion of nucleated domains

The layer grown by CVD usually shows several domains, with different orientations
separated by grain boundaries. The dimension of the domains depends mainly on
the growth conditions. Graphene is now commonly grown via CVD and its elec-
tronic properties are highly influenced by the final structure of the layer. Indeed, a
high concentration of grain boundaries leads to low mobility because the movement
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Figure 1.7 | CVD process. Schematic illustration of the main steps of graphene
CVD on copper. 1) Diffusion of precursor gases, 2) surface adsorption of precursors,
3) catalytic reactions of precursors on the surface, 4) supersaturation of species and
nucleation, and 5) growth of nucleated domains.

of the electrons is obstructed by the presence of defects in the honeycomb lattice
[30].

From a technological point of view, graphene synthesis on metals have great po-
tential [31, 32] and it was shown that huge monolayer graphene sheets with size
up to 30 inches can be synthesized on polycrystalline Cu foil and then transferred
onto a final substrate for further processing. However, the technological adaptation
of such synthesized graphene on metals followed by the transfer onto the desired
substrate has several drawbacks.

The first one is the low scalability of this method, which does not allow the con-
trollable production of graphene of the desired shape and edge configuration. The
second is connected to the chemical reagents and polymers used in the transfer
process. Together with the contaminants that are unavoidably present in the
chosen substrate, these two factors lead to the fabrication of the contaminated
graphene–substrate interface, which can drastically modify graphene’s transport
properties. The third main drawback after the metal-based graphene synthesis is
connected with the residual metal contamination (Cu, in most cases, as a widely
used substrate for mass production) of a graphene layer [33, 34]. It was found
that even small amounts of metals (∼ 1013-1014 atoms/cm2) may be relevant dur-
ing front-end-of-line integration approaches and can lead to the contamination of
Si-based devices and cross-contamination of fabrication tools.

Therefore the search for graphene synthesis methods directly on semiconductor
surfaces was very active in the last decade. In such a way, synthesized graphene
layers, either after their transfer onto the desired semiconductor support or directly
grown on semiconductors, can be used in different attractive applications [35, 36].
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Further progress in the search for appropriate methods and semiconductor sub-
strates led to the discovery of the direct graphene CVD synthesis on Ge surfaces in
2013 [37], followed by the successful implementation of this approach for wafer-scale
graphene preparation [38].

1.4 Ge as substrate for Graphene Growth

Among conventional semiconductors, germanium proved itself to be an excellent
substrate to grow graphene [38] in contrast to silicon, in which carbon atoms have
high solubility. The catalytic activity of Ge for growing graphene has stimulated in-
terest in the graphene/Ge system in the field of device physics [39–41] and material
science [42–45].

The first experiments reporting the direct growth of graphene on Ge substrates
using CVD [37, 38, 44, 46] showed that all main surfaces of Ge – (001), (110),
and (111) – are suitable for growing graphene. Although the choice of the surface
affects both the quality of graphene and the morphology of the interface. The
successful deposition is possible thanks to the catalytic activity of Ge and because
C has an extremely low solubility in Ge (<0.1 %) [37]. Graphene growth on Ge via
CVD is a self-limiting and surface-mediated process, similar to the growth on Cu
substrate, and a crucial role is played by the deposition temperature, which affects
the alignment of graphene grains on the substrate.

After a few promising works on the (110), most of the attention has been focused
on the Ge(001) surface. However, the experiments concerning the Ge(100) surface
have shown that the surface under the graphene flakes or ribbons is severely faceted
along {1,0,L} orientations [39, 47]. The formation of these nanofacets questions
the suitability of this interface for further technological processing, and has led to
renewed interest in graphene/Ge(110) for which the underlying Ge surface not only
remains flat but also promotes the formation of large graphene domains.

On the other hand, surprisingly little attention has been paid to the graphene/Ge(111)
system so far. Indeed, the Ge(111) surface could be expected to be the best choice
for a high-quality heteroepitaxial graphene film from a symmetry point of view,
similar to numerous cases of (111) metal substrates. However, it has been demon-
strated that graphene tends to be polycrystalline and the domains do not show a
preferential alignment [38].

Despite quite a few studies have been published on the graphene/Ge system, there
is still confusion about the structure and potential of this promising interface.
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1.4.1 (100) Surface

Wang et al. [37] developed a synthesis method for large-scale and high-quality
graphene directly on Ge substrates by atmospheric pressure CVD. The study high-
lighted the catalytic properties of Ge for growing graphene. Based on the results,
the authors proposed a self-limiting mechanism for graphene growth on Ge sub-
strate, which is an analog of graphene on Cu foil. The obtained graphene on Ge
substrate is scalable and compatible with the mainstream microelectronics tech-
nology.

Notably, a study by Scaparro et al. [48] suggested a layer-by-layer growth regime, a
model similar to that proposed in [32] for Cu substrates. The growth proceeds in a
layer-by-layer regime when, under the specific process conditions, the concentration
of C species before the nucleation is just above the critical super-saturation level.
The nucleation and growth of graphene grains deplete the adsorbed carbon species,
reducing their concentration so that the nucleation rate becomes negligible and only
monolayer domains can grow and coalesce. The uniformity and structural quality of
graphene are influenced by the H2:CH4 flow ratio during the CVD process [49] and
graphene’s roughness depends on the Ge substrate [49], and the rough morphology
of Ge can be directly related to the presence of defects and strains [48].

Interestingly, the quality of the graphene deposited on Ge(100) abruptly changes
when it is grown around 930 ◦C - thus, very close to Ge melting point - due to the
combination of two effects [50]. Indeed, on the one hand, Ge surface corrugates
at the nanometer-scale below 930 ◦C while the graphene bulks-up to form nano-
wrinkles and ripples and develops a larger density short-wavelength corrugations on
the Ge. On the other hand, at 930 ◦C the absence of facets results in a high-quality
layer, flat on the scale of the facet size.

The abovementioned faceting phenomena on Ge(100) was first reported by Jacob-
berger et al. [39] and later investigated by McElhinny et al. [47]. The Ge facets
form at high temperatures during the deposition of graphene and are stable after
cooling at room temperature. Moreover, the facets are highly selective and belong
to the {1,0,L} family [39], in particular tending towards the {1,0,7} [47].

It is worth noticing that the dramatic changes in the Ge topography occur only
within an extremely narrow temperature range, as shown in figure 1.8, in which
the catalytic properties of Ge and the graphene formation are not altered. The
quasi-liquid adlayer of Ge is stable only within a few degrees to the Ge melting
point [51, 52]. The weakening of the in-plane bonds in the melted layer results in
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Figure 1.8 | Graphene/Ge(100). Serie of scanning tunneling microscopy (STM)
images of the different samples as a function of temperature and deposition time. The
third row from the top shows a comparison of 3D topographies with the z-axis range
0 - 12 Å. The inset shows the Fast Fourier Transform of the high-quality graphene
observed for the sample grown at 930 ◦C and deposition time of 60 min. STM images
were acquired with the V = 50 mV and I = 1.8 nA. Reprinted from [50].
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a higher diffusivity and sublimation rate for the surface atoms of the substrate,
which affects the graphene films [53, 54]. The graphene domains growing on the
quasi-liquid Ge layer lead to local asymmetry in the sublimation rate, resulting in
the formation of height instabilities in the areas covered by graphene [55].

Distortions in the graphene structure indicate the presence of strong interactions
between graphene and Ge, which results in the parabolic tunneling conductance
probed by scanning tunneling spectroscopy (STS) [56].

On the other hand, at 930 ◦C the quasi-liquid Ge layer has high mobility and thus
it can smoothen out the local corrugations of the surface, preventing the curvature
in graphene. At the scale of the facet size (i.e. several tens of nanometers), the
Ge substrate provides atomically flat and electronically homogeneous support that
allows the graphene layer to reduce the interaction with the substrate as confirmed
by the linear behavior of the tunneling conductance [56].

1.4.2 (111) Surface

From a symmetry point of view, Ge(111) is theoretically the best choice to grow
high-quality heteroepitaxial graphene. However, in practice, graphene tends to
grow polycrystalline on this surface with no preferential domains alignment. This
is the major reason for few reported studies on the graphene/Ge(111) system.

The successful CVD growth of monolayer graphene on the isotropic Ge(111) sur-
face was first reported by Lee et al. [38]. However, low-energy electron diffraction
(LEED) measurements and transmission electron microscopy (TEM) images re-
vealed that the deposited graphene was, as said before, polycrystalline and with
no preferential domain orientations, as reported in figure 1.9. Moreover, Raman
spectroscopy confirmed the presence of monolayer graphene although the intensity
ratio between D and G peaks was high [57], suggesting the presence of extended
grain boundaries in the polycrystalline graphene grown on Ge(111).

There is no doubt that CVD is a successful method to deposit high-quality graphene
onto Ge substrate under the right growth conditions, however, it is a complicated
multi-step process. An alternative could be C deposition from e-beam evaporation,
a simpler method to grow graphene. Indeed, further investigations used this tech-
nique with Ge(111) surface kept close to the melting point (∼ 938 ◦C) [58]. The
results of the study highlight how the surface morphology of the samples changed
with the deposition time and the root mean square roughness of the surface in-
creases with longer deposition times, as longer C exposure leads the to formation
of wrinkles.
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Figure 1.9 | Polycrystalline monolayer graphene grown on Ge(111) surface.
a) A scanning electron microscopy (SEM) image of graphene seeds formed at the early
stage of growth. b) A SEM image of flat monolayer graphene grown from the seeds
in (a). c) high-resolution TEM image of polycrystalline graphene. The inset shows
the Fast Fourier Transform diffraction pattern of the TEM image, indicating that the
graphene obtained from the Ge(111) surface has two main orientations. d,e) Magnified
TEM images at selected regions (Region I, II and Region III, IV) in (c), showing that
the misorientation angle between two domains is 30 ◦. Adapted from [38].
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Figure 1.10 | Single-crystal monolayer graphene grown on Ge(110) surface.
a) A typical SEM image of graphene seeds at the early stage of growth. b) Picture of
graphene grown on a Ge/Si (110) wafer. c) A high-resolution TEM image of the single-
crystal monolayer graphene. (Inset) Four overlaid Selected Area Electron Diffraction
patterns, which were measured across the four different points. The distance between
each point is ∼ 2 µm. d) A cross-sectional TEM image demonstrating that the as-grown
graphene is monolayer. (Inset) A schematic illustration of the monolayer graphene
grown on the H-terminated Ge surface. Adapted from [38].

On the other hand, the roughness of the surface remained comparable with that
of the bare Ge surface and Raman data suggests that the more C is deposited, the
smaller the average crystal size of graphene domains. It should be noted that the
structural nature and morphology of graphene layers grown in this way still need
to be fully understood.

1.4.3 (110) Surface

The (110) surface of Ge has attracted a lot of interest as it can support the growth
of single-crystal graphene on a wafer-scale [38, 59–62]. Moreover, the faceting
phenomenon does not occur on this surface [63, 64]. Indeed, the two-fold in-
plane surface symmetry of the Ge(110) surface supports single-crystal graphene
growth, the early stage islands in the deposition process are uniaxially aligned
along the [110] direction of the surface substrate and then grow to form the high
quality graphene monolayer on an entire substrate [38], as shown in figure 1.10.
At present, the understanding of the graphene/Ge(110) interface is largely limited
to its morphology, while still little is known about the electronic properties. At-
tention has been focused on the interfacial structure of graphene with the Ge(110)
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surface. Indeed, when graphene is synthesized via CVD, the Ge substrate features
a hydrogen-passivated surface [65]. Upon annealing in vacuum above 300 ◦C, the
hydrogen atoms on the surface start to desorb and the Ge surface reconstructs into
the (6x2) phase [65–67], which has never been observed on bare Ge. It has also
been shown that further in-vacuum annealing to temperatures closer to the Ge
melting point leads to additional structural modifications of the Ge surface, and
possibly to the formation of stronger bonds between graphene and Ge [67]. Yet,
despite the few morphological studies, little is known about whether and how these
structural changes affect the system’s electronic properties.

1.5 Thesis Outline

This thesis revolves around the two main projects I have worked on during the
last three years. Namely, (i) the characterization of the structure, electronic and
chemical properties of the graphene/Ge(110) interface and (ii) the growth and
characterization of CaF2 deposited on Si(111). CaF2 could be a potential substrate
to grow a novel 2D material, called silicene, which is the Si-based counterpart
of graphene as the name suggests. The two studies have been published in the
Journal of Physical Chemistry Letters [68] and in the Journal of Physics D: Applied
Physics [69], respectively. In addition, a review article regarding group-IV X-enes,
which include silicene, was published in Applied Physics Reviews [70]. These three
publications constitute the core of this thesis. Here, I briefly outline the contents
of the chapters.

Chapter 2: consists of a summary of the experimental equipment and main ex-
perimental techniques used throughout the thesis. This chapter does not give a
full comprehensive review of the methods but rather aims to give the reader the
information necessary to understand the following chapters.

Chapter 3: describes the structure of the graphene/Ge(110) interface using scan-
ning tunneling microscopy (STM). Specifically, the study here presented describes
how the structure of the interface changes upon annealing in vacuum above 350
◦C and after high temperature annealing in vacuum above 700 ◦C. The results
presented have been published in ref. [68].

Chapter 4: describes the electronic properties of graphene grown on Ge(110)
surface using angle resolved photoemission spectroscopy (ARPES). Supported by
a theoretical model, the experimental findings in this chapter links the electronic
properties to the structural modification of the interface described in chapter 2.
The experiments presented have been performed at the SGM-3 beamline of the
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synchrotron radiation source ASTRID-2 (Aarhus, Denmark). The results presented
have been published in ref. [68].

Chapter 5: contains the investigation of the chemical properties of graphene on
Ge(110) by means of X-ray photoelectron spectroscopy (XPS) and near-edge X-
ray absorption fine structure spectroscopy (NEXAFS). This chapter complements
the the previous two. The experimental measurements have been performed at the
BACH beamline of the synchrotron facility ELETTRA (Trieste, Italy). The results
presented are currently been drafted into a manuscripts.

Chapter 6: briefly introduces a novel class of 2D materials known as group-IV X-
enes, focusing on the opportunities and challenges of these materials, which could
constitute powerful alternatives to graphene. In particular, the emphasis is put on
silicene and the importance of finding a suitable substrates for its epitaxial growth.
To this end, the last section presents the case of CaF2/Si(111) substrate. The
chapter is based on the results published in ref. [70] and in ref. [69].

Chapter 7: provides a brief summary of the main results presented in the previous
chapters.



CHAPTER 2
Experimental Techniques

This chapter describes the equipment used to grow the CaF2/Si(111) samples and
to perform STM characterization. In addition, it introduces the working principles
of the major experimental techniques used throughout this work.

2.1 Infinity LT - UHV System

The main part of the experimental work during my project has been performed
using the low-temperature (LT) ultra high vacuum (UHV) system called Infinity
from Scienta Omicron, which I helped to install at the beginning of the project.
Working in UHV conditions is necessary for the experiments within the field of sur-
face science, as ambient conditions contaminate the samples surface immediately.
A picture of the system is provided in figure 2.1. The setup consists of two main
parts: the preparation chamber and the analysis chamber, which are separated by
a gate valve.

The base pressure in the Infinity system is on the order of 10−10 mbar and the
preserved by a combination of ion getter pumps and titanium sublimation pumps
(TSP), and a turbo pump. The pressure is continuously monitored by two ion
gauges, one in each chamber. Additionally, a load lock chamber is attached to
the preparation chamber and the two are separated by a gate valve. The samples
are loaded into the preparation chamber through the load lock, which can store
multiple samples at the same time. Approximately, after pumping down the load
lock for one hour, the samples can be transferred into the preparation chamber
without ruining its base pressure.
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Figure 2.1 | The LT-UHV Infinity System. The system consists of two chambers
connected. The samples are deposited in the preparation chamber and moved to the
analysis chamber for scanning probe microscopy (SPM) characterization.

Preparation Chamber

Once the sample is loaded into the preparation chamber, it can be placed on the
heating stage for annealing and/or sputtered by Argon ions using the dedicated
ion gun, if needed. The preparation chamber is equipped with a combined low
energy electron diffraction (LEED)-Auger system provided by SPECS for sample
characterization and with an electron beam (e-beam) evaporator, specifically the
QUAD-EV-C Mini e-beam evaporator provided by Mantis. A picture of the evap-
orator is shown in figure 2.2.

E-beam evaporation is a form of physical vapor deposition in which the target
material to be deposited is bombarded with a beam of electrons from a charged
tungsten filament. This technique is commonly used when the materials to deposit
are difficult to evaporate with standard thermal methods and when the applications
require high purity samples.

The evaporation head is made of copper and cooled with flowing water during oper-
ation. This ensures that all parts of the evaporator stay close to room temperature
except for the emission filament and the source material, so that the outgassing
during evaporation is negligible. The evaporator head has four different pockets,
as shown in figure 2.2b. Thus, up to four different materials can be loaded at
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Figure 2.2 | E-beam evaporator. a) Picture of the QUAD-EV-C Mini e-beam evap-
orator from Mantis uses in this thesis work to evaporate CaF2 onto Si(111) substrate.
b) Picture of the four-pocket of the evaporator, where the material to evaporate is
loaded either in pellets within Mo crucibles or as a rod. c) Schematic of the evapora-
tor.
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the same time, and each pocket has its own independent filament, flux, and high-
voltage channels. The pockets can be equipped either with rods or with crucibles.
We use rods to evaporate Si and crucibles in Mo to load and evaporate CaF2 pellets.

Analysis Chamber

The analysis chamber used for characterization of the samples consists of a scanning
probe microscopy (SPM) that works as both high-resolution STM and non-contact
atomic force microscope (AFM). The analysis chamber is designed to work at both
room- and low- temperature (around 10K). All the STM measurements presented
in this thesis are performed at ∼ 10K. The LT condition is ensured by a pulse tube
cooler that relies on liquid-He closed cycle.

Figure 2.3 | Analysis Chamber. a) Picture of the analysis chamber containing the
SPM head for structural characterization of the samples. b) Picture of a typical sample
holder and c) picture showing the sample and tip acceptor stages.

The SPM head in the analysis chamber is enclosed by a thermal radiation shield
with different view-ports allowing for easy exchange of tip and samples, as can
be seen in figure 2.3a. Two main parts constitute the SPM head: (i) the sample
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acceptor stage and (ii) the lower building block. The former is where the sample
on its holder (shown in figure 2.3b) is placed during the measurements and it also
includes the lateral coarse motors for the sample movement (figure 2.3c). The
latter contains the tip acceptor stage (figure 2.3c), the vertical coarse motor and
the piezoelectric tube scanner (for fine positioning and scanning).

In order to reach atomic resolution during measurements, the SPM head has to be
decoupled both from the UHV system and the floor. For this reason, three springs
suspend the SPM head and an eddy current damping mechanism is integrated
into the system to damp any potential oscillations of the SPM head. During the
exchange of tip and/or sample, a clamping mechanism locks the head to protect
the piezoelectric tubes responsible for scanning and motion of samples. When no
measurements is performed, the same mechanism moves the head to the rapid
cooldown position, as it clamps the head against the cold finger responsible for the
LT.

2.2 Synchrotron Radiation and Facilities

Synchrotron radiation refers to the electromagnetic radiation emitted when charged
particles travel in curved paths. It can be found in nature, as, for example, it is
emitted by cosmic sources. It can also be produced in particle accelerators, such
as storage rings, usually by electrons.

It is an extremely intense type of radiation and extends in energy from the infrared
to the hard X-ray regions of the electromagnetic spectrum. It represents the major
source of energy loss in high-energy particle accelerators. Thus, synchrotron radi-
ation was first considered a problem. However, in the late sixties, it was realized
that synchrotron radiation could be very useful for the study of condensed matter
and that it represents a unique tool in many research fields. Indeed, synchrotron
radiation is now used to investigate many different aspects of the structure of mat-
ter at atomic and molecular scale, surface properties of solids, and the structure of
proteins. The following discussions on the properties of the radiation emitted by
storage rings facilities are based on [71] unless otherwise stated.

2.2.1 Storage Rings and Sources

Synchrotron radiation is produced in high-energy electron (or positron) circular
accelerators, like storage rings, consisting of circular pipes with magnets (called
bending magnets) placed along the circumference and that force the particles to
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Figure 2.4 | Schematic of a Storage Ring. Simplified schematic planar view of a
typical storage ring of a synchrotron facility. Adapted from [71].

follow the designed path. Before entering into the storage ring, the electrons are
accelerated by a linear accelerator, called Linac, until their energy reaches the MeV
range. From the Linac, the electrons enter into the booster ring, where they reach
the GeV range in energy and then can enter into the final storage ring. A simplified
model of a synchrotron is illustrated in figure 2.4.

The storage ring consists of an array of focusing and bending magnets connected
by linear sections where the radio frequencies cavities are installed to accelerate the
particles. A simple model of a typical storage ring is provided in figure 2.5. Once in
the storage ring, the electrons can be further accelerated by radio frequency electric
fields. At this point, the electrons are in a quasi-stationary situation. The bending
magnets ensure the electrons follow circular paths, thus losing part of their energy
and emitting synchrotron light. The energy lost in this process is collected passing
through the radio frequencies cavities.

One of the main properties of interest for synchrotron radiation is the spectral
brightness or flux per unit source area and unit solid angle. Good sources of
high brightness radiation are the undulators, characteristic of the third genera-
tion sources of synchrotron light, that allowed for an increase of many orders of
magnitude in brightness.

2.2.2 Synchrotron Radiation Properties

The main properties of synchrotron radiation are the following:

1. High intensity
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Figure 2.5 | Elements of a Storage Ring. Schematic view of a storage ring where
some of the main elements are highlighted. Namely, bending magnets, focusing and
de-focusing magnets (quadrupoles), insertion devices (undulator, wigglers), and the
radio frequency (RF) cavity. Adapted from [71].

2. Continuous spectral range from infrared up to the hard X-ray region

3. Narrow angular collimation

4. Pulsed time structure

5. High brightness of the source due to small cross-section of the electron beam
and high degree of collimation of the radiation

6. High beam stability

In a storage ring, bending magnets keep electrons moving in a closed trajectory
applying a magnetic field perpendicular to their velocity. The acceleration of such
particles is given by the Lorentz equation:

dp
dt

= e
(
E +

v × B
c

)
(2.1)

where p, e and v are the particle momentum, charge, and velocity respectively. E
and B are the electric and magnetic fields. The power radiated by a relativistic
electron forced to move along a circular orbit, with a radius of curvature R, is given
by Schwinger’s formula:

Pe =

∫∫
P(λ, ψ)dλdψ =

2

3

e2c
R2
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mc2

]4
(2.2)
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where λ is the wavelength of the emitted radiation, ψ is the azimuthal angle per-
pendicular to the orbital plane. P(λ, ψ), the power radiated by an electron in a
unit wavelength interval centered at λ and in a unit azimuthal angular aperture
centered at ψ. E is the electron energy, m its mass, c is the speed of light and mc2

is the electron rest mass energy (0.511 MeV). In Equation 2.2, the dependence of
the radiated power on E 4 must be noted; this implies that to keep the radiated
power at reasonable values, it is necessary to increase also their radius R. The en-
ergy lost per turn by the charged particle, taking into account a revolution time,
2πR/c, is given by equation 2.3.

∆Ee =
4π

3

e2

R

[
E

mc2

]4
(2.3)

In a storage ring, radio frequency cavities are used to maintain the energy of the
electron beam, by compensating for losses due to the emission of synchrotron radi-
ation. Indeed, the electrons receive energy from longitudinal electric fields present
in the radio frequency cavities.

Assuming a situation in which there are no losses of energy, the frequency of the
field would be such that an electron traveling at the exact desired orbit would cross
the cavity when the electric field is zero. If an electron crosses the cavity earlier than
the optimal point, the electric field will have a non-zero value, which will accelerate
the electron, giving it energy. The added energy increases the relativistic mass of
the electron and thus, its angular velocity decreases. After each revolution, the
electron’s phase will become closer to the desired one, until it crosses the cavity
at zero electric field. However, this particle will still have energy higher than the
needed to cross the cavity at the zero field and it will tend to arrive at a time after
the optimal electron in later revolutions.

The electric field, in this case, will act to decrease the electron’s energy towards
the synchronous value. Thus, the particles oscillate in phase and energy around
the constant synchronous values generating the so-called synchrotron oscillations.
If the goal is to increase the energy of the particles at each turn, one must increase
the synchronous value, which, in synchrotron facilities, is done by increasing the
magnetic field of the magnets, while the frequency of the electric field remains
constant.

The stability of the beam is achieved by applying strict conditions which result
in only 5-10% of the radio frequency period being used to restore the electron
energy. Those electrons that do not arrive within this interval are lost as they do
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not belong to the same stable orbit. This is the reason why the electron beam in
synchrotron facilities travels in bunches with time lengths of 5-10% of the radio
frequency period.

The total current depends on the number of filled bunches, as the time length of
the bunches is limited, so is the number of electrons in each bunch. Therefore, the
more bunches injected in the ring, the higher the beam current.

The quality of a photon source must be assessed based on how effective it is for
practical applications. A high flux is certainly important as it results in high
signal-to-noise ratio. However, it is not sufficient alone to define the "quality" of
the source. For many experiments, it is necessary to focus as many photons as
possible in a small area. Therefore, a suitable focusing system is needed to achieve
this result and the relevant parameter becomes the spectral brightness, defined as
the number of photons emitted per second, in a spectral bandwidth ∆E/E = 0.1%
in a unit source area and per unit of solid angle. From Liouville’s theorem [72], it
follows that the brightness of the source equals the brightness of the beam when
it is focused on the sample. The brightness depends on the size of the source and
on the angular spread of the radiation, which is given by the size of the electron
beam and by the convolution of the angular distribution of synchrotron radiation
(∆ψ) with the angular divergence of the electron beam, respectively. Therefore,
the characteristics of the electron beam source are essential in order to determine
the brightness of the photon source. In a storage ring, the product of the electron
beam transverse size and angular divergence is constant along the ring and is called
emittance. In order to get high brightness, small emittance machines must be used.

Synchrotron facilities provide radiation with high brightness, meaning that samples
can be analyzed with great resolution in a relatively short amount of time. Syn-
chrotron radiation can be used in many characterization techniques, among them,
ARPES, XPS and NEXAFS are relevant for this thesis.

2.3 Scanning Tunneling Microscopy (STM)

The demonstration of the feasibility of experiments based on vacuum tunneling in
1981 by Binnig, Rohrer, Gerber, and Weibel [73], opened the door to a new pow-
erful tool for surface characterization: the STM. Furthermore, STM boosted the
development of multiple similar techniques, such as, for example, AFM [74] and the
magnetic force microscopy (MFM) [75]. These methods have in common that they
use a probe to locally observe physical properties down to atomic lateral resolution.
The information from the sample is thereby obtained by scanning a probe on the
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surface and combining the detected physical properties into an image. Because of
the common scanning mechanism, these techniques are collectively known as SPM
techniques.

The purpose of this section is to give a short introduction on the STM method,
which represents the major characterization technique I used during the project.

2.3.1 Principles

The STM uses the tunneling effect to establish a current between a sharp tip and
the sample by applying a voltage between them. The effect is classically forbidden
yet allowed by quantum mechanics. The probability of electrons tunneling through
a potential barrier (classically forbidden) depends exponentially on the width of
the barrier. In vacuum, the distance between tip and sample acts as the potential
barrier.

From quantum mechanics, the wavefunction of an electron at the surface of an
electrode does not become zero at the potential barrier but it decays exponentially
within it, as simply illustrated in figure 2.6a. This means, that when two electrodes
(i.e. tip and sample in an STM experiment) are close enough to each other, the
wavefunction of an electron can overlap with the electronic states of the opposite
electrode, establishing a tunneling current through the barrier.

The working principle can be explained using a one-dimensional simplification,
where the sample and the tip are described by ideal metals for which the electron
states are filled up to the Fermi energy EF . The two electrodes are separated by a
small vacuum gap z0. An applied voltage VT shifts the Fermi energies of tip and
sample by eVT . Here, as convention, a positive voltage VT increases the energy in
the tip. The distance z, the two work functions Φs and Φt for sample and tip, and
eVT represent a trapezoidal tunnel barrier for the electrons (figure 2.6b).

From quantum mechanics, an electron in the tip (z = 0) at Fermi energy, repre-
sented by its wavefunction ψ(z), has a finite probability of being localized in the
sample at the position z. Such probability is given by the equation 2.4:

| ψ(z) |2=| ψ(0) |2 e−2κz;κ =

√
m0

ℏ2
(Φt + Φs − eVT ) (2.4)

Using the free electron mass m0, and realistic values for the work functions (Φ ≈
4-5 eV), 2κ becomes of the order of 20 nm−1, i.e. a variation in z of 0.1 nm results
in an order of magnitude difference in the tunneling probability. This sensitivity
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Figure 2.6 | Schematic of STM principle. a) Simple illustration of quantum
tunneling of electrons. b) Schematic energy diagram of the STM tunneling junction.
Here, Evac is the vacuum energy level, EF is the Fermi energy level, indicated for both
tip and sample, ρtip (ρsample) is the density of states of the sample and the tip, ϕtip

(ϕsample) is the work function of the tip (sample) metal, V is the applied sample bias
voltage, and z is the distance from the sample to the tip. Adapted from [76].

in the tip-sample distance is the reason for the extremely high vertical resolution
of the STM, which can reach the sub-picometer regime.

When no voltage is applied between the tip and sample, no net current flows be-
tween them. However, when a a voltage is applied, a net current can be established.

Introducing the concept of the local density of states (LDOS), i.e. the density
of states per energy interval at a specific position , it is possible to express the
tunneling current flowing from tip to sample as 2.5:

It→s =
4πe
ℏ

∫ ∞

−∞
ρt(ϵ− eVT )ρs(ϵ)ft(ϵ− eVT )(1− fs(ϵ)) | M(ϵ− eVT , ϵ) |2 dϵ (2.5)

where f (ϵ) represents the electrons Fermi-Dirac distributions, ρs and ρt are the
LDOS respectively for sample and tip, and M is the tunneling matrix element,
which represents the overlap of the wavefunctions of tip and sample. In the one-
dimensional simplification | M |2 is given by:
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| M(ϵ− eVT , ϵ) |2= exp

[
− 2z

√
me

ℏ2
(Φt + Φs − eVT + 2ϵ)

]
(2.6)

The tunneling current depends on the LDOS of the tip and the sample, and the
Fermi-Dirac distributions ensure that only occupied states in the tip (f t(ϵ - eVT ))
and unoccupied states in the sample (1 - f s(ϵ)) are counted for the tunneling from
tip to sample. The whole tunneling current I T is given by the current flows in both
directions (from tip to sample and vice versa), leading to the result:

IT =
4πe
ℏ

∫ ∞

−∞
ρt(ϵ− eVT )ρs(ϵ)ft(ϵ− eVT )− fs(ϵ)) | M(ϵ− eVT , ϵ) |2 dϵ (2.7)

Due to equation 2.6, the major contribution to the total current comes from the
electronic states close to the Fermi energies of the tip (VT > 0) or the sample (VT

< 0). The main challenge is the determination of the tunneling matrix element M,
as the one-dimensional approximation is not really a realistic model. M depends on
the geometric arrangements of the surface atoms in the sample and in the tip, and
on the electron wavefunctions at given energies. The scope of STM is to produce
an image of the sample surface therefore, the ideal configuration is the one where
the tip DOS can be neglected. However, in most cases, the geometric and chemical
structure of the tip is unknown, leading to unknown tip DOS.

J. Tersoff and D. R. Hamann proposed a representation for the STM based on first-
order perturbation theory [77] and gave an analytical result for M in a simplified
tunneling system [78, 79]. In particular, they solved the problem for an atomically
sharp tip, meaning that only the atom at the very apex of the tip contributes to
the tunneling process.

The wavefunction of the interacting atom is thus represented by a spherical, s-like
orbital. The DOS over the energy interval of interest is assumed to be constant, and
only elastic tunneling processes are taken into account. Under these assumptions,

M depends only on the position of the outermost atom of the tip and not on the
wavefunction of the tip. From equation 2.7, for temperature T → 0 and considering
only voltages | V |<<Φ/e, it follows that:

I =
4πe
ℏ

|M |2 ρt(EF )

∫ eVT

0

ρs(ϵ)dϵ (2.8)
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Within these strong approximations, the tunneling current is proportional to the
surface’s LDOS at the Fermi energy and thus, an STM image can be considered as
the map of LDOS of the sample’s surface.

2.3.2 Imaging in constant-current mode

The tunneling current depends exponentially on the tip-sample distance. Thus,
scanning the tip over the sample results in a modulation of the current, corre-
sponding to the surface corrugation. With a tip-sample distance of usually ≤ 1 nm
even small instabilities in the STM or steps on the surface would result in a crash
of the tip into the sample surface. Therefore, the a common mode of operation is
the so-called constant-current mode.

In this mode, the tip-sample distance z changes to keep the tunneling current
at a constant value and the changes in z reflect the surface in real space. The
appearance of the image depends, therefore, on the applied tunneling voltage VT

and the set tunneling current IT and represents the LDOS of the sample integrated
over the energy EF ≤ E ≤ EF + eVT according to equation 2.8. The bias voltage
VT and the tunneling current IT are independent parameters in the experiment.
Depending on the polarity of VT , occupied (VT < 0) or unoccupied states (VT > 0)
in the sample are imaged [80], while IT for constant VT determines the tip height
with respect to the sample surface. On metallic samples, as their DOS around
VT is approximately constant, the obtained images correspond to the geometric
surface topography [81]. However, the analysis of the STM image is not always
trivial even on well-known clean surfaces. Indeed, the LDOS can be affected by
many different factors. Moreover, the Tersoff-Hamann approximations might fail
as the tip could change during the experiment in such a way that not only the last
atom contributes to the tunneling current.

Figure 2.7 shows a typical STM image of the (7x7)-Si(111) surface. This specific
example is chosen to show how the STM images can drastically change depending
on the polarity of the voltage applied and the electronic structure of the sample.
Indeed, a positive voltage leads to the imaging of empty states of the surface (figure
2.7a), while a negative voltage provides the image of the filled states of the surface
(figure 2.7b).

To conclude, even if the beauty of STM images lies in the direct observation of
the atomic structure of the sample, it has to be remembered that the underlying
physical description is rather complex and even to date is not accessible in all of
its details.
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Figure 2.7 | STM images of (7x7)-Si(111) surface. STM images of empty (a)
and filled (b) states of the (7x7)-Si(111) surface. Areas of both images are 10x10 nm2.
(a) I = 1.5 nA; V = 2.0 V. (b) I = 0.5 nm; V = -2.0 V.

2.4 Angle Resolved Photoemission Spectroscopy

(ARPES)

The principle of angle resolved photoemission spectroscopy (ARPES) is based on
the photoemission process, where matters emit electrons as they absorb energy from
electromagnetic radiation. The photoelectric effect was first observed by Hertz [82]
and later explained by Einstein [83] with the quantum mechanical nature of light.
Einstein recognized that photons can be absorbed by the electrons in a solid and the
resulting photo-electrons can be then emitted from the solid with kinetic energy:

Ekin = hν − ϕ (2.9)

where ν is the photon frequency, h is the Plank’s constant, and ϕ is the work
function of the solid1. The following discussions on ARPES are based on [71]
unless otherwise stated. When a beam of monochromatic photons with an energy
greater than ϕ interacts with a sample’s electrons, the electrons can absorb the
photons and gain sufficient energy to escape from the sample. By measuring the
energy and momentum of the escaped photoelectron and using conservation laws,
it is possible to retrieve the original properties of the electron. This information
can then be used to reconstruct the band structure (energy-momentum dispersion

1The minimum energy required to remove the electron from the solid
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relationship). The momentum of the photo-electron in the vacuum (K ) is related
to the energy of the photo-electron, E kin, by the following equation:

K =

√
2mEkin

ℏ
(2.10)

where m is the mass of the free electron. The momentum of the electron can be
written as the sum of two components, parallel and perpendicular to the sample’s
surface:

−→
K ∥ =

−→
Kx +

−→
K y (2.11)

−→
K⊥ =

−→
K z (2.12)

According to their emission angles and using spherical coordinates, the momentum
and energy relation for each component of the emitted electron can be written as:

Kx =

√
2mEkin sin θ cosφ

ℏ
(2.13)

Ky =

√
2mEkin sin θ sinφ

ℏ
(2.14)

Kz =

√
2mEkin cos θ

ℏ
(2.15)

The two angles are defined in Figure 2.8. Using simple considerations, one can de-
rive the energy-momentum relationships for the electron before the photoemission
process. Note that lower case "k" refers to the electron in the sample, and the
upper case "K" refers to the vacuum electron.

Due to the translational symmetry in the x-y plane and the absence of potentials
in the same plane, the k ∥ component is conserved:

k∥ = K∥ =

(
2m

ℏ2
Ekin

) 1
2

sin θ =

(
2m

ℏ2
[Eb + hν − ϕ]

) 1
2

sin θ (2.16)
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Figure 2.8 | ARPES. Schematic diagram of outgoing excited electrons in an ARPES
setup.

Where E b stands for the original binding energy of the electron. Regarding k⊥,
it has to be taken into account the surface potential V 0, which results from the
energy difference from the bottom of the valence band to the vacuum level.

k⊥ =

(
2m

ℏ2
(Ekin + V0)

) 1
2

cos θ (2.17)

For a 2D material, such as graphene, there is no dispersion along the sample’s
normal direction. Therefore, the electronic dispersion is determined only by k ∥ and
k⊥ can be neglected in our considerations.

The intensity of the photoelectrons is proportional to the transition probability ωfi

for an excitation between the N-electron ground state ψN
i and one of the possible

final states ψN
f , which can be approximated by the Fermi’s golden rule:

I ∝ ωfi =
2π

ℏ
|< ψN

f | Hint | ψN
i >|2 δ(EN

f − EN
i − hν) (2.18)

where EN
i = EN−1

i - E k
B and EN

f = EN−1
f + E kin are the initial and final state

energies of the N-electrons system and E k
B is the binding energy of the photoelectron

emitted with kinetic energy E kin. The interaction is treated as a perturbation and
is described by the Hamiltonian:

Hint = − e

2mc
(A · p+ p ·A) = − e

mc
A · p (2.19)
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where p is the electronic momentum operator and A is the electromagnetic vector
potential.

The rigorous approach to the photoemission process is a model where, photon
adsorption, electron removal, and electron detection are all included in the Hamil-
tonian of interaction and these three steps are treated as a single coherent process.
However, this approach is rather complex and thus, photoemission processes are
commonly discussed with the three-step model, namely:

1. Photoexcitation of electrons in the solid

2. Propagation of the photoelectrons to the surface

3. Escape of photoelectrons from the solid into the vacuum

The total photoemission intensity is given by the product of three independent
terms: the total probability of the optical transition, the scattering probability for
the photoelectrons, and the transmission probability through the surface potential.

The first step contains information about the intrinsic electronic structure. To
evaluate the photoelectron intensity as transition probability, the sudden approxi-
mation is applied. The approximation assumes that the electron removal is sudden
and the potential of the system changes abruptly at that moment. In this way,
it is possible to separate the initial and final state of the N electron system and
the wavefunctions can be factorized into the photoelectron and the remaining N-1
electron. The final state is then described as:

ψN
f = Aϕk

fψ
N−1
f (2.20)

where A is an antisymmetric operator so that the N-electron wavefunction satisfies
the Pauli principle. ϕk

f is the wavefunction of the photoelectron with momentum k

and ψN−1
f is the final state wavefunction of the N-1 electron system, which can be

chosen as an excited state with eigenfunction ψN−1
m . On the other hand, the initial

state is described as:

ψN
i = Aϕk

i ψ
N−1
i (2.21)

where ϕk
i is the one electron orbital and ψN−1

i = ck ψ
N
i , with ck as annihilation op-

erator of an electron with momentum k in the initial N-1 electron system. Thanks
to the above approximation, the interaction matrix becomes:
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Figure 2.9 | ARPES. Spectral function for non-interacting (left panel) and interact-
ing (right panel) systems.

< ψN
f | Hint | ψN

i >=< ϕk
f | Hint | ϕk

i >< ψN−1
m | ψN−1

i > (2.22)

where < ϕk
f | Hint | ϕk

i > ≡ M k
f,i is the dipole matrix element, which is responsible

for the enhancement or the suppression of the photoemission intensity. The total
photoemission intensity I (k, E kin) is then described as:

I(k, Ekin) = Σf,iωf,i ∝ Σf,i | Mk
f,i |2 Σf,i | cm,i |2 δ(Ekin+EN−1

m −EN
i −hν) (2.23)

where | cm,i |2 = <ψN−1
m | ψN−1

i > accounts for the probability that the emission of
an electron from state i will create the (N-1) electron system in the excited state
m. In non-interacting system, | cm,i |2 will be either 1 for only specific m or 0 for all
the others. This means that ARPES spectra will be described by a delta function
centered at the electrons’ binding energy. In a strongly correlated system, ψN−1

i

will overlap with many eigenstates ψN−1
m and the ARPES spectra will be given by

a convolution between delta functions and interacting states. A comparison of the
two cases can be seen in figure 2.9.

The interpretation of the ARPES data is based on Green’s function formalism.
The spectral function is given by the imaginary part of the Green’s function G(k,
E ):

A(k, E) = − 1

π
ImG(k, E) (2.24)
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Figure 2.10 | Electrons mean free path. The mean free path of electrons at
different kinetic energies in different materials. Reprinted from [84].

and for a non-interacting system the spectral function reduces to the delta function
A0(k,E) = δ(E − E0

k). For interacting system, the correlation between electrons
is given in terms of electron self-energy Σ(k,E) = Σ′(k,E) + iΣ′′(k,E). The real
part provides information about the energy normalization while the imaginary term
gives information about the lifetime of an electron with energy E 0

k and momen-
tum k propagating in the system. For interacting system, the spectral function is
described as:

A(k, E) = − 1

π

Σ′′(k, E)

(E − E0
k − Σ′(k, E))2 + (Σ′′(k, E))2

(2.25)

The probability for electrons to escape from the solid into the vacuum is strongly
related to the electron mean free path. Figure 2.10 shows the universal electron
mean free path λ as a function of the electron kinetic energy for a range of metals.
Between a few eV and 2000 eV, the mean free path is only 5 Å to 20 Å, meaning
that only electrons on a few Å from the surface will be able to escape from the
solids and be detected in ARPES experiments.

2.5 X-ray Photoelectron Spectroscopy (XPS)

X-ray photoelectron spectroscopy (XPS) is a surface sensitive technique that mea-
sures photoelectrons emitted with X-ray (50-2000eV) to obtain both qualitative and
quantitative analyses of the sample. In the XPS process, the photon is absorbed by
an atom in a molecule or on a surface and the resulting emitted photo-electron is a
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Figure 2.11 | XPS. Sketch of the photoemission process.

core electron. The following discussions on XPS are based on [71] unless otherwise
stated. When a surface is irradiated by X-rays, the core level electrons of surface
atoms absorb the X-ray photon energy hν, overcome their binding energy (EB),
and are emitted out of the surface with certain kinetic energy (Ekin). This process
is described by equation 2.26 and sketched in figure 2.11.

Ekin = hν − EB − Φ (2.26)

In this equation, hν is the energy of the X-ray source.

Φ is the work function of the instrument. Ekin of the emitted electron is measured
by an analyzer and thus, the binding energy EB of the core level electron can be
determined.

A typical XPS spectrum records the number of photoelectrons detected as a func-
tion of the binding energy, as shown in figure 2.12. The energy of the photoelectrons
is characteristic of the probed element and the configuration of electrons inside the
atom. The different electron densities in the vicinity of the atoms can also result
in a shift of the energy of the characteristic peaks, which can provide information
about the particular chemical environment of the atoms on the surface.

Chemical bond between atoms reflects the rearrangement of the spatial distribution
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Figure 2.12 | XPS spectrum. XPS survey spectrum of a Rh/Al2O3 catalyst pre-
pared by impregnating Al2O3 with a solution of RhCl3 in water. Adapted from [84].

of one or more of the valence electrons. Any change in the bonding state of an
atom results in modifications of binding energy, peak shape and width. The change
in the core electron binding energy is called chemical shift. As a rule of thumb,
an atom bonded to another with higher (lower) electronegativity have electrons
with higher (lower) binding energies. This is because it occurs a charge transfer
towards the atom with higher electronegativy and thus, the effective charge of the
other atom becomes positive, which increase the binding energy. Using modern
synchrotron facilities, chemical shifts can be detected with a resolution of 50 meV
or better. Moreover, synchrotron radiation provides a continuous source of photons
in the energy range 10eV - 10keV. This allows the radiation to be tuned and to
reach the ideal photoionization cross-section for the specific core levels of interest.

A doublet peak structure is typical for electron transitions from levels with total
angular momentum higher than s, for which l=0. Thus, all s peaks singlets while all
other levels are doublets with the two peaks at slightly different binding energies.
The energy difference results from the spin-orbit coupling, as the electron left after
the photoemission process has either a parallel or an antiparallel orientation to the
orbital momentum. The energy separation of the doublet increases with atomic
number and decreases for the same energy level n with higher l values.

The intensity of the characteristic peaks is directly related to the amount of the
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specific element within the area or volume probed. Thus, XPS can yield quantita-
tive information about the elemental composition of the surface in the surface and
within the probed depth, usually within ∼ 10nm from the surface.

The quantitative interpretation of XPS intensities requires taking into account the
properties of the excitation source, sample, electron analyzer, and detection system.
In general, the XPS peak intensity dNk associated with the atomic subshell k is
determined by the products of X-ray flux (I0), the number of atoms (ρdxdydz), the
differential cross-section for subshell k ( dσk

dΩ
), acceptance solid angle of electron

analyzer (Ω(Ekin, x, y, z)), probability of electrons to escape from the sample (exp
[ - l/Λe(Ekin) ]), and instrumental detection efficiency (D0(Ekin)):

dNk = I0 · ρdxdydz ·
dσk
dΩ

· Ω(Ekin, x, y, z) · exp[−l/Λe(Ekin)] ·D0(Ekin) (2.27)

where l is the traveling distance for electrons to escape from the sample surface
into the vacuum and Λe is the mean free path. The dependence of dNk on the path
length l can be used to obtain a quantitative analysis of the thickness of a film
grown on a substrate.

2.6 Near Edge X-ray Absorption Fine Structure

(NEXAFS) Spectroscopy

Photoabsorption spectroscopy relies on a process in which the system remains
neutral, as opposed to the photoemission process in which photoelectrons are
ejected from the system. The term photoabsorption spectroscopy refers to many
techniques, depending on the photon energy of the incoming light, the detection
method, and the type of information one wants to retrieve from the absorption
process. The following discussions on X-ray absorption spectroscopy (XAS) tech-
niques are based on [71] unless otherwise stated. In XAS, the incoming photon
excites a core electron to an unoccupied valence orbital and the system will then
decay in the femtosecond range. The intensity of the adsorption depends on the
incoming photon energy.

Unlike photoemission processes that probes the occupied electronic structure, the
absorbed X-rays excite core electrons, inducing their transition into unoccupied
states.
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The absorption spectrum is usually separated into two parts: (i) near-edge X-
ray absorption fine structure (NEXAFS) or X-ray absorption near edge strucure
(XANES), for the absorption fine structures up to ∼30 eV above the absorption
edge and (ii) extended X-ray absorption fine structure (EXAFS), which extends up
to 1000 eV above the absorption edge.

Figure 2.13a describes a general absorption of a photon by a core level and its
excitation into an unoccupied state.

NEXAFS probes the unoccupied atomic or molecular valence electronic states in
the presence of a core-hole. The excitation in the X-ray absorption process follows
the dipole selection rule, meaning that the excitation can occur only for:

∆l = ±1,∆j = ±1,∆s = 0 (2.28)

with l the angular momentum quantum number, j the total momentum quantum
number and s equal to the spin quantum number.

The dipole selection rules give rise to the absorption edges in the NEXAFS spec-
trum and are classified according to the origin of the excited electron. This work
concerns the K-edge excitations, which means that the dipole selection rule ∆l = 1
allows the transitions to final states having an atomic p orbital component. Figure
2.13b shows a typical NEXAFS spectrum of graphene.

Generally, the width of NEXAFS features depends on (i) the lifetime of the core-
hole (Lorentzian lineshape), (ii) the resolution of the instrument (Gaussian line-
shape), and (iii) the vibrational motion of molecules, often leading to an asymmet-
rical broadening.

The X-ray absorption cross-section describes the probability for absorption of a
photon by an atom. When the photon energy, hν, matches the energy required for
a transition, the X-ray absorption spectrum shows a maximum and the intensity
decreases monotonically after the core edge.

The absorption cross-section (σx) is defined as the number of electrons excited per
unit time divided by the number of incident photons per unit time per unit area.
Within the dipole approximation:

σx =
4π2ℏ2

m2
· e

2

ℏc
· 1

hν
· ⟨Ψf |E · µ|Ψi⟩2ρf (E) (2.29)



42 Chapter 2. Experimental Techniques

Figure 2.13 | NEXAFS. a) Schematic illustration of the X-ray absorption process.
b) Example of a NEXAFS spectrum at C K-edge of graphene. Adapted from [85].

with E the electric field vector, µ the electric dipole operator, Ψf the wavefunction
of the final state, Ψi the wavefunction of the initial state and ρf (E) the density
of final states. The absorption edges of elements have characteristic energies thus,
NEXAFS is element-specific and the spectrum reflects the bonding environment.

In the NEXAFS region of the absorption spectrum, the photoelectron energy is
low and the mean free path long, meaning that multiple scattering effects are
much more dominant than in the EXAFS region. Usually, the strong features
in the NEXAFS spectra are related to transitions to atomic-like or unoccupied
DOS in solid state systems. Therefore, NEXAFS is sensitive to the local electronic
structure of the element absorbing the radiation, its oxidation state, ligands of
functional groups, and the coordination geometry. However, the processes involved
are complex and this means that the analysis of NEXAFS spectra is not trivial
and especially difficult to calculate theoretically. Indeed, NEXAFS analysis is often
performed by comparing the differences between the obtained results and reference
spectra.

NEXAFS and XPS measurements presented in this thesis were performed at the
BACH beamline at the ELETTRA synchrotron facility in Trieste, Italy. This beam-
line is located at a bending magnet which provides radiation in the energy range
between 3-1600 eV, with a final spot size of 30 µm - 100 µm. The beamline features
a rotatable analysis chamber, optimized for X-ray absorption measurements.
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2.7 Raman Spectroscopy

Raman spectroscopy is a non-destructive characterization method that uses inelas-
tic light scattering to probe the vibrational and electronic properties of materials.
This technique is particularly useful for organic materials in general and especially
valuable for carbon allotropes, including graphene. Unlike other characterization
techniques, Raman spectroscopy does not require any sample preparation or spe-
cific substrates and can be performed on functional electronic devices, even during
their operation [86].

The term Raman scattering denotes the inelastic scattering of photons by phonons
[87]. When a photon impinges on a sample, it creates a time-dependent perturba-
tion in the Hamiltonian of the system. Due to the photon fast changing electric
field, only electrons respond to the perturbation. The perturbation introduced by
a photon of energy ℏωL increases the total energy to EGS + ℏωL, where EGS is the
ground state energy. In general, EGS + ℏωL does not correspond to a stationary
state, therefore the system is said to be in a virtual level. In classical language, a
virtual level corresponds to a forced oscillation of the electrons with a frequency
ωL. After a short interval, the system tends to exit from the non-stationary energy
state EGS + ℏωL and moves back to a stable state. One can formally consider the
photon as being emitted by the perturbed system, which jumps back to one of its
stationary states [87].

The photon scattering process can be either elastic or inelastic. In the first case,
called Rayleigh scattering, the frequency of the emitted photon is the same as
the incident one and the main effect is that the photon changes its propagation
direction. Instead in a Raman process, the scattering is inelastic and the photon
can either reduce or increase its energy. Raman scattering happens always with a
much lower probability than Rayleigh scattering [87].

When the photon loses part of its energy in the interaction process, it exits the
sample with a lower energy ℏωSc. This corresponds to the Stokes (S) process. Since
the sample has to return to a stationary state, the energy loss must correspond to
a phonon energy ℏωL ℏωSc = ℏΩ. If the incoming photon finds the sample in an
excited vibrational state, and after the interaction the system returns to its ground
level, the photon can leave the sample with increased energy ℏωSc = ℏωL + ℏΩ.
This corresponds to the Anti-Stokes (AS) process [57]. Figure 2.14 shows a sketch
of the process.

Given that S is the most probable, the vast majority of Raman spectra in literature
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Figure 2.14 | Raman Scattering. a) Stokes. An incoming photon ωL excites an
electron - hole pair (e - h). This pair decays into a phonon Ω and another electron-hole
pair (e - h’). The latter recombines, emitting a photon ωSc. b) Anti-Stokes. The
phonon is absorbed by the e - h pair. c) Rayleigh and Raman scattering in resonant
and non resonant conditions. Reprinted from [57].

are S measurements plotting the intensity of the scattered light as a function of
the difference between incident and scattered photon energy, called Raman shift
[87]. Even though the Raman shift units should be those of energy, it is historically
plotted in cm−1. This can be converted in meV using the relation 1meV = 8.0655
cm−1. When EGS + ℏωL does not correspond to a stationary state the Raman
scattering is called non-resonant. If the excitation is selected to match a specific
energy level, then the process is called resonant, and the intensities are strongly
enhanced, as a result of the greater perturbation efficiency [57, 87].

The peculiar band structure of graphene, in the absence of a bandgap, makes
all wavelengths of incident radiation resonant, thus the intensity of the Raman
spectrum is enhanced and contains information about both atomic structure and
electronic properties [57]. The Raman spectrum of graphene, similar to other
carbon-based materials, consists of only a few prominent features. It is the shape,
position, and intensity of these peaks that contain the information (e.g. doping,
defects, strain, disorder, chemical modifications, edges) and therefore accurate data
interpretation is essential [57, 88].

The typical spectrum of single-layer graphene looks like figure 2.15.

The two most intense features are the G peak at ∼ 1580 cm−1 and the 2D band at
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Figure 2.15 | Raman Graphene. Single-layer graphene Raman spectrum. The two
most intense features are the G peak at 1580 cm−1 and the 2D band at 2700 cm−1.
Other slightly intense peaks are the 2D’ at ∼ 3200 cm−1, the D+D" at ∼ 2450 cm−1

and the D peak at 1350 cm−1.

∼ 2700 cm−1 [88]. In monolayer, not doped graphene the 2D peak is a sharp peak
roughly four times more intense than the G peak. Other slightly intense peaks are
present: the 2D’ at ∼ 3200 cm−1, the D+D’ at ∼ 2450 cm−1, and the D peak at
∼ 1350 cm−1. This last peak originates from the intervalley resonant scattering
due to the presence of defects and edges in the structure, thus it is an index of the
homogeneity of the structure. The position and the intensity of the G and the 2D
peaks are also influenced by the doping level of graphene. The G peak sharpens
for both electron and hole doping, while the 2D peak shows a different response
to holes and blue-shifting of electrons, thus G and 2D peaks have different doping
dependence and the 2D/G height ratio can be a sensitive parameter to monitor it
[86].





CHAPTER 3
Structural characterization of the

Graphene/Ge(110) interface

The reinvestigation of germanium as a promising alternative to silicon has stimu-
lated broad research in both industry and academia with the aim of overcoming the
challenges preventing the full application of Ge in material science, device physics,
and semiconductor processing.

This entails, among others, an extensive investigation of its surface properties. The
stability of the surface is a requirement as the interface between the GeO2 native
oxide and Ge will result in a high density of electronic defects. Therefore, the Ge
surface should be protected by a passivating layer to allow the on-top deposition of
a suitable gate dielectric layer. Graphene either grown or transferred on Ge exhibits
an effective protection against oxidation [89]. However, it should be remembered
that defects in the graphene layer represent the access point for oxidizing species
to the interface with Ge. The realization of single-crystal graphene free of grain
boundaries and defects would provide an effective protection for Ge from oxidation
potentially indefinitely.

The graphene/Ge(110) interface has sparked particular interest in the very recent
years, probably since the discovery of a novel reconstruction of the Ge surface,
namely the (6x2) phase. This reconstruction is induced upon annealing in vacuum
above 300 ◦C [65–67] and is peculiar of the graphene/Ge(110) system. Indeed, it
has has never been observed on bare Ge [66]. This recent finding indicates that the
topic is not exhausted yet. Moreover, it shows that graphene/Ge(110) is a dynamic
system and that its properties can be modified by post-growth thermal annealing.
Thus, making it worth further investigations.



48 Chapter 3. Structural characterization of the Graphene/Ge(110) interface

Herein, this chapter presents the characterization of the structure of the graphene/Ge(110)
interface. The study in based on STM. In order to follow the evolution of the in-
terface, the STM measurements have been performed on samples as-grown, after
annealing above 350 ◦C and after annealing above 700 ◦C in vacuum. The results
and discussion here presented have been published by The Journal of Physical
Chemistry Letters in the article titled "Tuning the Doping of Epitaxial Graphene
on a Conventional Semiconductor via Substrate Surface Reconstruction" [68]. I
performed the STM measurements and the analysis here presented, supported by
my co-supervisor Luca Camilli and Ph.D. Luca Persichetti (University of Roma
Tre). I would like to thank both for the interesting discussions.

3.1 STM Study

Graphene deposition was performed via CVD process on n-type, Sb doped (n = 1016

cm−3) Ge(110) substrates, using a commercially available CVD reactor (Aixtron
BM). Before the deposition of graphene, the Ge substrates were first cleaned ex-
situ by several rinsing and drying cycles using isopropyl alcohol and de-ionized
water followed by in-situ annealing to 930 ◦C in H2/Ar atmosphere (200/800 sccm)
without methane. The growth chamber was first heated up to 800 ◦C at a rate of
4 ◦C/s. Then the ramp rate was decreased to 1 ◦C/s to reach 860 ◦C. Lastly, the
rate ramp was slowed down to 0.125 ◦C/s to reach 930 ◦C, temperature which was
kept constant for 5 minutes. Finally, it followed the actual growth of graphene by
the addition of 2 sccm of methane to the gas mixture, keeping 100 mbar of total
pressure. The samples were then cooled down to room temperature in a protective
atmosphere of H2 and Ar.

This growth procedure leads to the deposition of monolayer graphene. Raman spec-
troscopy of the as-grown samples shows as main feature the G and 2D peaks. The
sharpness and intensity of the latter indicate the growth of monolayer graphene.
Additionally, a small D peak is also present, indicating a little amount of defects
in graphene structure. A characteristic Raman spectrum of the as-grown samples
is shown in figure 3.1.

After Raman characterization, the as-grown sample was transferred (ex-situ) into
the UHV setup described in chapter 2 for further characterization. Before per-
forming the STM measurements, the as-grown graphene/Ge(110) was annealed in
the preparation chamber at ∼ 180 ◦C until the pressure in the chamber would
drop back to the initial base value (< 3x10 −10 mbar). This mild annealing was
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Figure 3.1 | Raman as-grown graphene/Ge(110) sample. Typical Raman spec-
trum of the as-grown graphene/Ge(110) samples. Spectrum acquired with excitation
laser with wavelength of 532 nm.

performed to remove any potential contamination due to the exposure to ambi-
ent conditions during transfer of the sample. Thus, after this initial degas, the
sample was transferred into the analysis chamber for characterization with STM.
The measurements were performed with etched-W tips at a temperature of 9-10
K. Pressure in the analysis chamber was < 2x10 −10 mbar.

Figure 3.2 reports the characteristic STM images of the as-grown sample. Specifi-
cally, in figure 3.2a, it is possible to observe the terraces and monoatomic steps of
the Ge substrate and notice that the surface does not show either long- or short-
range order. Figure 3.2b,c are higher magnification images. The image in figure
3.2b is acquired with a voltage of -1.0 V, allowing to recognize both the graphene
honeycomb lattice and some features of the underneath Ge surface. Instead, in
figure 3.2c, only the graphene lattice is recognizable due to the low voltage (0.4 V)
applied to record this image.

Indeed, the applied voltage can be tuned to selectively show either the graphene or
the underlying Ge substrate. The honeycomb lattice of graphene is usually better
imaged by applying small bias voltages, while higher voltages can be used to resolve
the features of the underneath Ge surface, as also explained in ref. [90]. The inset
in figure 3.2c shows the Fast Fourier Transform (FFT) corresponding to the real
space surface, revealing the typical graphene hexagon, as expected.

From STM, the graphene layer in the as-grown sample appears to be rippled, with
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Figure 3.2 | STM graphene/Ge(110) as-grown sample. STM images of the
as-grown sample. The inset shows the FFT of the image in (c), highlighting the six
primary spots of graphene. Figures acquired with V = -1.0 V and I = 0.8 nA (a,b), V
= 0.4 V and I = 1.0 nA (c)). Scale bar FFT is 5 nm−1. Adapted from [68].

height difference in the range of 300-400 pm, which could result from the presence
of hydrogen between graphene and Ge surface. Indeed, the presence of H2 in the
CVD process typically results in a hydrogen-passivated Ge surface [38, 65].

The sample was then annealed above 350 ◦C in vacuum in the preparation chamber.
Typical STM images after annealing are shown in figure 3.3. The difference with
the surface of the as-grown sample is striking and the changes in the topography
are related to the rupture of the H-Ge bonds. Indeed, previous works have reported
that above 300 ◦C the hydrogen atoms leave the Ge surface [65–67] and thus, the
outermost atoms of the substrate have to rearrange on the surface. This process
leads to the formation of the (6x2) reconstruction [66]. Figure 3.3b shows the
atomically-resolved STM image of the (6x2) reconstruction and its unit cell with
the corresponding lattice vectors (a = 2.06 nm and b = 1.30 nm).

The surface area covered by the (6x2) phase depends directly on the duration of
the annealing. Therefore, areas of (6x2) reconstruction can coexist with areas that
have not yet transitioned into the (6x2) phase, as shown in the STM image reported
in figure 3.3a. The few protrusions marked with white arrows in figure 3.3a are
nanobubbles formed by hydrogen molecules upon rupture of the H-Ge bonds during
the annealing [91]. Usually, the nanobubbles are located either at the edges of Ge
steps or at the boundaries between the areas of the two different phases.

Moreover, the LEED pattern of the (6x2) phase is reported in figure 3.4, revealing,
as expected, the primary six graphene diffraction spots and also the presence of a
rectangular moiré pattern around graphene’s spots. This moiré is induced by the
symmetry of the (6x2) reconstruction of the Ge surface underneath the graphene
layer. The ratio between the two edges of the moiré pattern is indeed consistent
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Figure 3.3 | STM graphene/Ge(110) after annealing above 350 ◦C. (a) The
surface shows both the sample as-grown and the (6x2) reconstruction. The white
arrows indicate the hydrogen nanobubbles. (b) High magnification image of the (6x2)
reconstruction. In black, a and b indicate the unit cell vectors. Inset shows the FFT
of (b) where the white circles highlight the six primary spots of graphene, and in the
middle the rectangular pattern of the (6x2) phase is recognizable(V = -1.5 V and I
= 0.8 nA in (a) and V = -1.5 V and I = 0.3 nA in (b)). Inset scale bar is 5 nm−1.
Adapted from [68].

with the ratio between the two lattice vectors of the (6x2) unit cell. LEED is
a surface sensitive technique used to characterize the long-range order of single
crystal surfaces.

It is worth reminding that the (6x2) reconstruction has never been observed on
bare germanium but it is peculiar of the graphene/Ge(110) system. This is a clear
example of how interfacing a 2D material with a conventional 3D semiconductor
can introduce novel physical properties, which are not intrinsic to the individual
materials but are the unique result of their integration.

It is interesting to see how the appearance of the surface changes with the bias
voltage applied to image the surface by means of STM measurements. Figure 3.5
shows a series of images of the same area of the surface after annealing in UHV
above 350 ◦C acquired at different bias voltages. The STM images show areas of
(6x2) reconstruction, as-grown surface -i.e. areas where hydrogen has not desorbed
from the Ge surface yet - and a hydrogen nanobubble in the middle. At low bias
voltages (± 0.2 V), the graphene lattice is easily imaged, while the Ge surface is
not clearly visible. At higher bias voltages (± 0.6 V), both the graphene lattice and
the Ge surface are recognizable. At even higher bias voltages (± 1.0 V), graphene
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Figure 3.4 | LEED of the (6x2) reconstruction. LEED collected on the
graphene/Ge(110) sample after annealing above 350 ◦C showing the pattern for the
(6x2) reconstruction using primary electron energy of 97 eV. A moiré pattern can be
observed around the six graphene diffraction spots. The ratio between the two edges of
the moiré pattern is consistent with the ratio between the lattice vectors of the (6x2)
phase as measured in STM. LEED spot size 1 mm. Adapted from [68].

Figure 3.5 | Bias Dependency of STM images. Serie of STM images of the same
surface area acquired with different bias voltages. Tunneling current in all images is
0.1 nA. Adapted from [68].
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becomes transparent to the tunneling electrons and only the underneath Ge surface
is observable.

Therefore, figure 3.5 highlights how the topography of a surface can depend on the
chosen bias voltage used in an STM experiment. It is also interesting to point out
how the Ge surface changes appearance depending on the polarity of the applied
bias voltage, regardless if it is hydrogen-passivated as in the as-grown samples or
if it has reconstructed into the (6x2) phase. Notably, where hydrogen has not yet
desorbed, the surface looks completely disordered at positive voltages (0.6 V and
1.0 V). On the other hand, the Ge atoms of the surface appear to be aligned along
the [110] direction at negative biases (-0.6 V and -1.0 V).

Figure 3.6 | STM images of graphene/Ge after high temperature annealing.
STM images of the graphene/Ge(110) sample after annealing above 700 ◦C. Inset
shows the FFT of the corresponding real space STM image in (b) and highlights the
six primary spots of graphene. Inset scale bar 5 nm−1 (V = -1.2 V and I = 0.8 nA in
(a); V = -0.5 V and I = 0.8 nA in (b)). Adapted from [68].

Finally, figure 3.6 reports typical STM images of the sample surface upon anneal-
ing above 700 ◦C in UHV conditions. After this high temperature annealing the
topography of the surface changes once again. Indeed, the (6x2) reconstruction dis-
appears to be replaced by a rather disordered surface (figure 3.6a). By applying an
appropriate bias voltage, the honeycomb lattice becomes clearly visible, confirming
that the graphene layer has not been affected by the high temperature annealing,
as shown in figure 3.6b. On the other hand, when the tunneling bias is high enough,
graphene becomes transparent and the underneath Ge surface is easily imaged, as
in figure 3.7. In particular, the STM image in figure 3.7 reveals that the surface
exhibits a two-fold symmetry with a linear periodicity of 0.381 nm and 0.563 nm,
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Figure 3.7 | STM image of graphene/Ge(110) after high temperature an-
nealing. (a) Atomic-resolution of the Ge surface underneath graphene. The black
arrow marks the [110] direction. Inset shows the FFT of the corresponding STM im-
age in panes (a) and highlights the 0.566 nm periodicity of the Ge surface. Inset scale
bar is 5 nm−1. (b) Line profiles taken along the Ge surface as indicated in (a). (V =
-1.2 V and I = 0.8 nA). Adapted from [68].

as indicated on the image itself and shown in the line profiles reported in figure
3.7b. Such periodicity values are consistent with the (1x1) phase of Ge and are
furthermore confirmed by the FFT of figure 3.7a, reported in the inset. Indeed,
the FFT shows only the periodicity of Ge, marked in green, and reveals a peri-
odicity of 0.566 nm. Despite, the Ge atoms being overall aligned along the [110]
direction, as marked by the black arrow in figure 3.7, many of the atoms appear
to be displaced from the expected lattice site either in the in-plane or out-of-plane
direction. Moreover, the surface exhibits the presence of several defects, many of
which are vacancies. It should be noted that after the high temperature annealing,
we do not record the presence of hydrogen nanobubbles.

3.2 Conclusion

In conclusion, we have used STM to systematically investigate the structural mod-
ification of the interface between graphene and Ge(110) upon thermal annealing.

The as-grown sample features a H-passivated Ge surface, resulting from the graphene
deposition via CVD. Upon annealing above 350 ◦C in vacuum, the H-Ge bonds
break and the atoms at the Ge surface reconstruct into the (6x2) phase, pecu-
liar of the graphene/Ge(110) system. Residual hydrogen remains trapped between
graphene and the substrate to form nanobubbles, which can be found preferen-
tially in the boundary regions between the (6x2) phase and Ge area that are still
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H-passivated. Upon annealing at high temperate, above 700 ◦C, the hydrogen
nanobubbles disappears and the Ge surface reconstruct again. Indeed, the (6x2)
phase disappears and the Ge surface homogeneously exhibits a symmetry consis-
tent with the (1x1) phase of Ge. Moreover, the surface of Ge shows several defects,
such as vacancies.

Integrating graphene into conventional semiconductor technology could pave the
way for the realization of novel device architectures. Therefore, in order to gain
a complete control over the full integration process, the properties of the inter-
face between graphene and substrate need to be fully investigated. To this end,
this chapter presented the structural characterization of the graphene/Ge(110) in-
terface, which constitutes the the background to understand the electronic and
chemical properties that will be presented in the next chapters.





CHAPTER 4
Electronic Properties of

Graphene/Ge(110)

This chapter presents the electronic properties of the graphene/Ge(110) system
investigated by means of ARPES measurements. The experimental results are
successfully supported by the theoretical model presented at the end of the chap-
ter. In principle scanning tunneling spectroscopy (STS) can be used to determine
the position of the Dirac point of graphene with respect to the Fermi level and
thus measuring locally graphene’s doping level. However, when it comes to the
graphene/Ge(110) system, it has been shown that pinpointing the Dirac cone of
graphene and determining its doping level from STS is not straightforward [92]. In-
deed, in this case the spectra are largely dominated by features of the Ge substrate,
thus hindering features associated to graphene. Moreover, STS provides very local
information. Thus, we chose to use the ARPES in order to obtain information on
the band structure of the whole system on a large scale.

The ARPES study systematically complements the STM characterization described
in the previous chapter. Therefore, ARPES measurements were performed on
the graphene/Ge(110) samples as-grown, after annealing above 350 ◦C and after
annealing above 700 ◦C.

The results and discussion herein presented have been published by The Journal
of Physical Chemistry Letters in the article titled "Tuning the Doping of Epitaxial
Graphene on a Conventional Semiconductor via Substrate Surface Reconstruction"
[68]. I would like to thank Ph.D. Marco Bianchi for the help with ARPES mea-
surements and analysis. The theoretical model was built by Prof. Olivia Pulci
(University of Roma Tor Vergata) and Ph.D. Paola Gori (University of Roma Tre)
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4.1 Experimental ARPES

The experiments were carried out at the SGM-3 beamline of the synchrotron radi-
ation source ASTRID-2 (Aarhus, Denmark) with the sample temperature kept at
66 K [93]. The photon energy used was 47 eV to probe the as-grown sample and
after annealing above 350 ◦C. While photon energy of 100 eV was used to probe the
sample after high temperature annealing. The combined energy and k resolution
were better than 34 meV and 0.01 Å−1, respectively. The thermal annealings were
performed is-situ in the ARPES chamber.

It should be noted that if more than one phase is present in the surface area
probed by the beam, ARPES is not selective to one or the other. Thus, in-situ
STM measurements at room temperature and LEED patterns (1 mm spot size)
were collected before the ARPES measurements in order to make sure that only
one phase was present before ARPES experiments. Furthermore, ARPES spot
size is in the order of 1 mm2 thus several orders of magnitude larger than the areas
imaged with STM (in the order of hundreds of nm2). This means that STM images
might not be representative of the whole sample. For this reason, the STM images
were complemented with LEED measurements, which probe an area comparable
in size with the one investigated by ARPES. In light of the STM results in the
previous chapter, where it was shown the coexistence of two different phases, it is
important to stress the above point. Indeed, as we will see, the presence of one
phase or the other affects the electronic properties of the system.

The overview of the experimental ARPES results, meaning the dispersion shown
as photoemission intensity as a function of binding energy and momentum k of the
electrons, is shown in figure 4.1.

The top panels of figure 4.1 show the data collected perpendicular to the Γ - K
direction of the graphene Brillouin zone. The middle panels of the figures show
the data collected parallel direction instead. The crossing point of the linearly
dispersing π - band branches defines the position of the graphene’s Dirac point in
energy. To estimate the Dirac point binding energy (ED), the momentum distribu-
tion curves (MDCs) corresponding to the branches of the π - band are fitted with
a Lorentzian function and two peaks positions are used for linearly extrapolate the
Dirac point considering a range of binding energies from 0.3 to 0.6 eV below the
Fermi level. The analyses of MDCs fix the energy at a particular value, and stud-
ies the intensity as a function of momentum. The MDCs analyses eliminate the
effect of the Fermi function and the energy-dependent background. As discussed
previously in chapter 2, the measured intensity in ARPES is proportional to the
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Figure 4.1 | ARPES of the graphene/Ge(110). Photoemission intensity of the
graphene/Ge(110) sample (a) as-grown, (b) after annealing above 350 ◦C, and (c) after
high temperature annealing. The spectra were acquired along the direction orthogonal
to the Γ - K direction ((a–c) upper panels) and along the Γ - K direction ((a–c) middle
panels) in the Brillouin zone, as schematically shown in the inset in the middle panel
in (a). Bottom row: sketch highlighting the evolution of graphene doping level with
the annealing of the sample. Adapted from [68].



60 Chapter 4. Electronic Properties of Graphene/Ge(110)

single particle spectra function A(k, E ). The peak positions from the MDCs fit
give direct information on the renormalized band dispersion and the MDCs line
width is directly related to the imaginary part of the self-energy.

Using the linear extrapolation, the ARPES measurements place ED at a binding
energy of 0.376 ± 0.018 eV above the Fermi energy (EF ) for the sample as-grown
(figure 4.1a), indicating that graphene is p-doped. Furthermore, from the MDCs
line width, it is possible to retrieve information about graphene’s integrity and its
interaction with the Ge substrate. Thus, the MDCs line width value orthogonal to
the Γ - K direction taken at 0.70 eV below the Fermi level measures 0.153 ± 0.002
Å−1 for the as-grown sample.

Upon annealing in vacuum above 350 ◦C, when the Ge surface reconstructs into the
(6x2) phase, the doping level of graphene decreases, as shown in figure 4.1b. Indeed,
the linear extrapolation shows that ED is now very close to EF , at a binding energy
of 0.045 ± 0.005 eV. Thus, we can conclude that graphene is close to an undoped
state, which suggests very little charge transfer with the Ge underneath. Moreover,
the MDCs line width value is 0.111 Å−1, thus almost 30% smaller than the value
for the as-grown sample, supporting the conclusion of a weaker interaction between
graphene and Ge when the surface of the substrate has largely reconstructed into
the (6x2) phase.

Furthermore, after the high temperature annealing (i.e. above 700 ◦C), following
the same analysis, the ED is found at 0.478 ± 0.007 eV below EF . Thus, graphene
is n-doped upon high temperature annealing. Moreover, the MDCs line width is
0.148 ± 0.002 Å−1, a value consistent with the one for the as-grown sample and
therefore, larger than that of the sample after annealing above 350 ◦C.

These findings suggest that upon high temperature annealing, the interaction be-
tween graphene and Ge becomes stronger in comparison to the interaction when
the Ge surface rearranges into the (6x2) phase. However, the integrity of the
graphene layer is not affected by the annealing processes, as a poorer structural
quality would reflect in the broadening of the MDCs line width with respect to the
as-grown sample. In addition, for the sample after high temperature annealing, the
MDCs taken along kx close to the Dirac point in the range 0.04 - 0.56 eV shows the
opening of a small band gap of ≈ 120 meV, as can be seen in the middle panel of
figure 3.6c) and in figure 4.2, which again suggests a stronger interaction between
graphene and the substrate.

The experimental ARPES results are quite interesting, as they point out how it is
possible to change the graphene doping and eventually one can envision to control
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Figure 4.2 | Bandgap in graphene/Ge(110) after high temperature an-
nealing. The MDCs analysis along kx in the energy range 0.04 - 0.56 eV for the
graphene/Ge(110) sample upon high temperature annealing. The diagram shows the
opening of a small band gap of ≈ 120 meV marked here in grey. Reprinted from [68].

its interaction with the substrate using the appropriate processing.

Lastly, figure 4.3 shows the k -dependent photoemission intensity at constant energy
of 0.90 eV below ED for the sample as-grown, after annealing above 350 ◦C and after
the high temperature annealing. Figure 4.3b refers to the sample after annealing
above 350 ◦C and it stands out in comparison to the other two, as in this case
four replicas are visible around the main Dirac cone at the K point (two of them
marked by white arrows in the figure). The replicas result from the super periodic
potential created by the moiré of graphene and the (6x2) symmetry of Ge. Indeed,
the patterns of the replicas and the corresponding LEED (figure 3.4) are consistent
with each other. The presence of replicas is not uncommon. Indeed, for example,
similar replicas have been observed in the graphene/Ir(111) system, which also
creates a moiré pattern [94, 95]. In contrast, graphene/Ir(111) samples show also
minigaps at the crossing points of the replicas with graphene main cone [94, 95].
Such minigaps are not detected in the measurements on our graphene/Ge(110)
sample. Indeed, close to the crossing points of the replicas and the main cone, the
intensity of the spectral function does not vanish or decrease as expected in the
case of a minigap, as shown in figure 4.4. For the as-grown sample or after high
temperature annealing, the photoemission intensities at constant binding energy
cut do not show any replicas (4.3a,c), as expected.

4.2 Theoretical Model

To gain more insights into the graphene/Ge(110) system and finally correlate the
experimental results on the structure and electronic properties of this interface, we
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Figure 4.3 | ARPES of graphene/Ge(110). Constant binding energy cuts at 0.90
eV below the extrapolated Dirac point for the samples as-grown (a), after annealing
above 350 ◦C (b), and after high temperature annealing (c). The white arrows in
panel (b) point to the position of two out of four replicas. Eb values indicate the
corresponding binding energy values of the cut. Adapted from [68].

also built a theoretical model based on ab-initio calculations to describe the sample
as-grown and after high temperature annealing, which represent the two cases with
opposite doping of graphene.

The simulations herein presented are performed using density functional theory -
local density approximation (DFT-LDA) calculations for the geometries and the
electronic band structures, using the Quantum Espresso package [96].

The Ge(110) surface was simulated by a 5-layer slab with a 3x5 rectangular ge-
ometry which contains 150 Ge atoms. The bottom of the slab was passivated by
hydrogen atoms. The graphene layer was modeled by a 4x8 rectangular cell contain-
ing 128 C atoms and an angle of 30◦ between the [110] direction of Ge(110) and the
armchair direction of graphene accounts for a commensurate matching of the two
with a strain of less than 2%. A vacuum layer of about 15 Å was used to decouple
periodic images of the slabs along the direction perpendicular to the surface. We
employed norm-conserving pseudopotentials and a kinetic energy cutoff of 45 Ry.
Tests with ultrasoft pseudopotentials explicitly containing the semicore d states of
Ge were performed, leading to no significant differences. Dipole corrections were
added. Van der Waals interactions were introduced following the schemes described
in refs. [97, 98]. Equilibrium geometries were obtained by relaxing the atoms until
the forces were below 10−3 a.u. and the total energy changed less than 10−5 a.u.
A mesh of 4x4x1 k-points in the Brillouin zone was used.
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Figure 4.4 | ARPES Graphene/Ge(110) after annealing above 350 ◦C. Ab-
sence of minigaps at the crossing of graphene main Dirac cone with its replica. a)
ARPES intensity map. The main Dirac cone and replica (dashed red lines) dispersion
bands cross at ∼ 1.2 eV. b) Intensity of Dirac cone dispersion extracted by MDCs
analysis. The intensity of the band does not vanish or decrease at the crossing point,
as would be expected in presence of a minigap. Reprinted from [68].

The sample as-grown and after high temperature annealing are modeled by the
same supercell but in the latter case, the Ge surface is not passivated by H atoms,
as depicted in figure 4.5. The key feature in these models is the presence of a
vacancy in the surface layer of the Ge substrate (one vacancy in the 3x5 cell). The
position of the vacancy is marked by the black circle in the 3D models presented
in figure 4.5 and highlighted as a green atom in figure 4.6.

The vacancy in the Ge surface is introduced in the models as, from literature, it
is known that when Ge is brought to high temperature, such as that used during
graphene growth, occurs a spontaneous formation of vacancies, which starts from
the surface and then spreads throughout the bulk [41, 99–102]. This process gives
to the Ge wafer a p-doping character regardless of the initial nominal doping.
Indeed, several samples of bare Ge nominally n-doped, such as those used in the
experiments above presented, have been annealed in H2/Ar atmosphere to the same
temperature used for graphene growth. We performed Hall measurements on these
substrate samples and they revealed that the samples were p-doped, as explained
in figure 4.7.

The electronic band structure obtained for the as-grown sample shows that the
Fermi level lies below the Dirac point, giving rise to p-doping of graphene (figure
4.5c). Qualitatively, this result is in agreement with the ARPES experiment re-
ported in figure 4.1a. To support and justify the presence of vacancies in the Ge
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Figure 4.5 | Simulations of graphene/Ge(110) as-grown and after high tem-
perature annealing. 3D side-view of as-grown sample with all dangling bonds being
H-terminated (a) and after high temperature annealing (b). Cyan denotes H atoms,
violet Ge atoms, and yellow C atoms. The black circles mark the position of the va-
cancy. (c), (d) Calculated electronic band structures around K with a total k range
of 0.07 Å−1 for (a) and (b), respectively. Red dots represent graphene-derived states,
whereas grey dots represent Ge or H states. Reprinted from [68].

Figure 4.6 | 3D models of graphene/Ge(110) as-grown and after high tem-
perature annealing. (Left) Side-view of the as-grown sample where all Ge dangling
bonds are saturated by H atoms. (Right) Side-view of the sample after high tem-
perature annealing. In cyan the H atoms, in violet the Ge atoms, and yellow the C
atoms. The position of the vacancy in the topmost layer of Ge is highlighted in green.
Reprinted from [68].
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Figure 4.7 | Hall measurements on bare Ge. Examples of Hall and resistivity
measurements performed at room temperature on different Ge substrates after an-
nealing in the atmosphere to 930 ◦C in H2/Ar atmosphere during simulated graphene
growth experiments. The measurements have been carried out with Van der Pauw
configuration. Magnetic field: 0.7 T. For all the samples investigated, a p-type Hall
behavior is observed with sheet carrier density in the range 0.8 - 7.0 x 1014 cm−2.
Reprinted from[68].

substrate of the model, additional simulations were performed. Namely, we simu-
late a Ge surface with no vacancy and one with an Sb atom replacing the vacancy
(Sb is the dopant nominally present in the Ge substrate used in the experimental
work). Both the calculations result in a Fermi level above the Dirac point, corre-
sponding to n-doped graphene, and therefore in contrast with the experiments, as
reported in Table 4.1.

The simulation with an Sb dopant atom in the Ge surface was performed because a
previous study reported the n-doping of graphene after high temperature annealing
of the sample at 800 ◦C [103]. In that case, the authors ascribed the n-doping
character to a massive surface segregation of dopants (Sb atoms also in that case)
present in the bulk Ge substrate, as a result of the high temperature annealing.
However, this explanation was not convincing completely despite the similar Ge
substrates used in both ref. [103] and in this present work. Bright patches are
visible in our STM images in figure 3.6 and could appear as areas of segregated
dopants. However, a closer look at figure 3.2 reveals that similar bright patches
are seen also in the as-grown sample.

Therefore, supported by the theoretical simulation, we believe that thermally in-
duced vacancies and not Sb segregation plays a key role in determining the graphene
doping as reported in the experiments performed on the as-grown sample.

The sample after high temperature annealing was simulated by removing the H
atoms passivating the Ge(110) surface. In this case, the simulations reveal several
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Table 4.1 | Comparison between the experiments and DFT calculated position of
the Dirac point with respect to the Fermi level (ED-EF ), for the samples as-grown,
ordered Ge surface after high temperature annealing and intentionally disordered Ge
phase after high temperature annealing. The following notation is used: Pristine refers
to the intrinsic, undoped Ge substrate; Vacancy refers to the Ge substrate with 1
vacancy in the 3x5 cell; Sb refers to the Ge substrate with 1 Sb atom segregated at the
surface.

ED - EF (eV)

Pristine Vacancy Sb Experiment

As-grown -0.22 +0.08 -0.49 +0.376

High T annealing
(ordered) +0.08 +0.05 +0.02 —

High T annealing
(disordered) -0.13 -0.18 -0.23 -0.478

local minima in energy after geometrical relaxation, in contrast to the single energy
minimum observed for the as-grown sample. While the most stable structure is
an ordered Ge(110) surface, the other minima correspond to slightly disordered
Ge surfaces (figure 4.5b), with total energy within a few meV/(C atom) from the
ordered one. The presence of a disordered surface is confirmed and supported by the
STM images displayed in figure 3.6 and figure 3.7. The electronic band structure
of the disordered surface is reported in figure 4.5d and it shows that the Fermi
level lies above the Dirac point. Therefore, graphene is n-doped and the results are
coherent with the experimental ARPES data (figure 4.1c). Furthermore, it should
be noted that a similar result - meaning, n-doped graphene - is achieved when a
second intentionally disordered Ge surface is simulated. On the other hand, when
simulating an ordered Ge surface, no agreement with the experiment is found.
In conclusion, the thermally induced disorder in the Ge surface and not dopant
segregation is the main factor that determines the doping character of graphene.

4.3 Conclusion

In conclusion, by means of ARPES measurements, we have investigated the elec-
tronic properties of the graphene/Ge(110) system, following the same cycle of ther-
mal annealings used for the STM investigation presented in the previous chapter.
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The experimental ARPES results show that the as-grown sample features a p-doped
graphene. Upon annealing above 350 ◦C in vacuum, thus when the Ge surface
reconstructs into the (6x2) phase, graphene is nearly intrinsic (undoped). Finally,
upon annealing at high temperate, above 700 ◦C, graphene is n-doped. Starting
from the characterization of the structure with STM, we build a theoretical model
that qualitatively mimics the experimental ARPES trend.

This chapter provides a contribution towards the integration of graphene with con-
ventional semiconductors, as understanding the electronic properties of the inter-
face between graphene and semiconductor is crucial when it comes to applications.





CHAPTER 5
Chemical Properties of

Graphene/Ge(110)

The published structural investigations [65, 67, 103] and the results presented in
the previous chapters reveal a complex scenario in which the surface termination of
Ge(110) and graphene properties can be modified by in-vacuum thermal annealing.
It was found that the as-grown samples, where graphene is deposited by CVD
and cooled in H2 atmosphere, feature a Ge surface stabilized by the presence of
interfacial H atoms [59, 65]. For thermal annealing above 350 ◦C, the Ge(110)
surface reconstructs into the novel (6x2) phase after losing the H termination [44,
65–67]. At even higher temperatures, above 700 ◦C, further structural changes
occur, leading to the formation of another phase showing a symmetry approaching
that of the previous unreconstructed (110) surface but without the H passivation
[67].

The results of the ARPES investigation reported in chapter 4 showed a clear cor-
relation between graphene electronic properties and the specific surface structure
and termination of the Ge(110) substrate. In particular, after the high temperature
annealing, ARPES measurements show a small gap opening in graphene’s Dirac
cone. This finding indicates a strong interaction between graphene and substrate.

The study in ref. [67] suggests that the high temperature annealing leads to the
formation of chemical bonds between graphene and Ge. This conclusion follows
the observation of defect centers in graphene identified with STM and Raman
spectroscopy [67]. However, these two techniques are not element-specific and thus
cannot identify the elements involved in the sp3 bonding.



70 Chapter 5. Chemical Properties of Graphene/Ge(110)

To this end, this chapter presents the investigation of the chemical state of the
graphene/Ge(110) interface as a function of thermal annealing. The study is based
on XPS and NEXAFS measurements and is supported by Raman spectroscopy
and STM. The XPS and NEXAFS experiments were performed at the BACH
beamline at the ELETTRA synchrotron facility in Trieste, Italy. We should point
out that since only a small fraction of the Ge surface atoms is expected to be bonded
to C, the magnitude of related spectral fingerprints would be too low to detect
with standard laboratory equipment. Therefore, access to a synchrotron source,
enabling enhanced cross-section and surface sensitivity, was needed to perform such
investigation. I would like to thank Federica Bondino (scientist in charge at the
beamline) and Igor Pis (scientist) for the help in setting up the measurements.
The measurements and analysis presented in this chapter have been performed
together with my co-supervisor Luca Camilli, Ph.D. Luca Persichetti ans master
student Antonio Caporale. The analysis of the measurements is currently being
finalized. However, a discussion of the interesting preliminary results is presented
here.

5.1 XPS and NEXAFS

The XPS and NEXAFS measurements on graphene/Ge(110) samples were per-
formed sequentially after in-vacuum annealing at 100 ◦C, 450 ◦C, and 650 ◦C.

After each annealing, LEED measurements were performed to characterize the
long-range order of the surface, and an overview of the measurements is reported
in figure 5.1.

The brightest features in all LEED patterns correspond to the primary spots of
graphene. The spots rotated of 30◦ with respect to the primary ones indicate the
presence of a second graphene’s domain [44]. In addition to graphene’s features,
the LEED pattern of the surface after annealing at 500 ◦C shows the rectangular
moiré pattern around the primary spots of graphene. This indicates the presence of
the (6x2) reconstruction of Ge surface and it is consistent with the results reported
in chapter 3 in figure 3.4. The annealing in the current study was performed
at a higher temperature than that used for STM and ARPES investigations (i.e.
500 ◦C instead of 350 ◦C). This is because LEED measurements revealed that the
annealing at a nominal temperature of 350 ◦C was not sufficient to induce the
Ge reconstruction into the (6x2) phase in the setup available for the experiments.
Therefore, to build a study consistent with the STM and ARPES investigation and
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Figure 5.1 | LEED pattern graphene/Ge(110) samples. LEED patterns ac-
quired after each annealing as indicated in the pictures. Column a) corresponds to
measurements acquired with energy of the primary source of 80 eV to highlight only
the superficial features. Column b) represents the images acquired with a primary
source of 130 eV to distinguish also the features within deeper regions of Ge substrate.
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Figure 5.2 | C 1s XPS spectra graphene/Ge(110) samples. Core levels acquired
after annealing at (a) 100 ◦C, (b) 500 ◦C and (c) 660 ◦C.

induce the reconstruction of the Ge surface, we annealed the sample at a nominally
higher temperature of 500 ◦C.

On the other hand, the last annealing was performed at 660 ◦C, thus, at a slightly
lower temperature than that used for STM and ARPES studies (i.e. 700 ◦C), due
to limitations of the current setup available for the experiments.

After LEED measurements, the XPS experiments were performed focusing on C
1s and Ge 3d core levels. Figure 5.2 shows the overview of the C 1s core levels
acquired after each annealing. Among the different spectra, the major difference
is found in the spectrum acquired after the annealing at 500 ◦C, which shows a
shoulder towards the low binding energies. Such a feature is not observed after the
two annealings at 100 ◦C and 660 ◦C.

The deconvolution of the XPS spectra shows the different C 1s components. The
main one is at a binding energy of 284.3 eV and corresponds to the sp2-hybridized
carbon atoms [104]. In addition to the graphene peak, a few other components are
observed. Towards higher binding energies, the component at 284.6 eV accounts
for disordered C, which is intermediate between sp2 and sp3 states [104] and is
related to defects of different nature such as boundaries of the graphene domains
[105], C-H bonds, or C atoms close to those bonded to oxygen groups [106]. Indeed,
the components at 285.4 eV and 286.4 eV correspond to C-OH or COOH groups,
assigned to adventitious contaminations [107]. In the region of lower binding energy
with respect to the main graphene peak, we find a component at 283.9 eV, which
has been previously observed for H-intercalated graphene on Ir(111) [108–110].
Therefore, from the analysis of the C 1s spectra, we do not observe the presence of
sp3 Ge-C bonds, which would result in a component at even lower binding energy
[111].
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Figure 5.3 | Ge 3d XPS spectra graphene/Ge(110) samples. Core levels ac-
quired after annealing at (a) 100 ◦C, (b) 500 ◦C and (c) 660 ◦C.

Upon annealing at 660 ◦C, the component of the adventitious carbon (286.4 eV) dis-
appears and the intensity of the one related to disordered C (284.6 eV) significantly
decreases, indicating the desorption of functional groups (figure 5.2c) bonded to
graphene. At the same time, the peak’s intensity at 283.9 eV significantly reduces
(figure 5.2c), suggesting the desorption of the intercalated hydrogen.

The overview of Ge 3d core levels spectra is reported in figure 5.3. The measure-
ments after the annealing at 100 ◦C reveal the presence of two components (figure
5.3a). The main one shows the characteristic spin-orbit doublet with 3d5/2 binding
energy of 29.2 eV and the 3d5/2 - 3d3/2 energy splitting of ∼ 0.6 eV. This peak is
assigned to Ge-Ge bonds. The second component corresponds to the native oxide
GeO2, centered at a binding energy of 32.4 eV [112].

Upon annealing at 500 ◦C, the Ge 3d spectrum changes. Two extra components are
observed, both with the characteristic lineshape of the Ge-Ge peak and account
for the differences between bulk-Ge and reconstructed surface [113–115]. Upon
thermal annealing, GeO2 decomposes to form GeO [116, 117], as confirmed by the
peak at 30.9 eV and the disappearance of the GeO2 peak at 32.4 eV. After the high
temperature annealing, the components do not shift with respect to the previous
annealing. However, the GeO peak’s intensity reduces as result of the desorption
of the oxide species [116, 117].

Therefore, also the Ge 3d core levels spectra do not indicate the formation of Ge-C
bonds [111], as it was instead suggested in earlier works [67].

Moreover, the presence of chemical bonds between graphene and Ge would have
been detected by NEXAFS in the C K-edge spectra. However, the performed
measurements do not indicate the formation of Ge-C bonds, as shown in figure
5.4. Indeed, the only features clearly recognizable in the spectra are the transitions
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Figure 5.4 | NEXAFS C K-edge spectra graphene/Ge(110) samples. The
dashed grey lines mark the resonances π* at 285.6 eV, σ1* at 292 eV, and σ2* at 293
eV.

from C 1s core levels to the partially occupied or empty π- and σ- states, namely
the π* resonance at 285.6 eV and the σ* resonances at 292 eV and 293 eV [118].

The 1s → σ* transitions feature a double peak structure. The first peak, called
σ1*, is assigned to excitonic states and the second peak, called σ2*, is assigned to
band-like contributions. Splitting of the σ* resonances indicates highly crystalline
graphene [119]. The intensity, shape, and position of a π* resonance are sensitive
to the π-bond order and chemical environment. If a C atom is double bonded
to an atom with higher (lower) electronegativity, it will make the C atom more
electropositive (electronegative) than a C=C. The different bonding affects the
orbital energy and thus, the π* transition in the spectrum will be shifted to higher
(lower) binding energies.

Looking at the region below the π* resonance, one can notice a small shoulder
centered at 284 eV. In graphene, there should be only one π* peak. Thus, a
variation in the spectrum suggests the presence of a perturbation in the ideal 2D
structure which can be given by defects such as pinholes and edges [120]. However,
among the NEXAFS spectra collected after different annealings (and normalized
to the π* resonance intensity), there is no significant difference in the intensity of
the shoulder at 284 eV.

Therefore, neither XPS or NEXAFS measurements indicate the formation of chemi-
cal bonds between graphene and Ge substrate and thus, we rule out this hypothesis.
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Figure 5.5 | XPS graphene/Ge(110) after annealing at 800 ◦C. a) C 1s core
level and b) Ge 3d core level.

One could speculate that the annealing at 660 ◦C is not sufficient to induce the
formation of C-Ge bonds. To address this point, we performed a series of annealing
up to 800 ◦C on a second sample, as shown in figure 5.5. The XPS measurements of
C 1s and Ge 3d core levels do not display any particular feature to indicate a bond
between Ge and graphene or other differences with respect to the sample annealed
at 660 ◦C.

The peculiar shape of the C 1s core level after annealing at 500 ◦C calls for some
more considerations. The shoulder at lower binding energy results from the pres-
ence of the component at 283.9 eV. Interestingly, the intensity of this component
increases after the annealing at 500 ◦C to then decrease after annealing at 660 ◦C.
The STM study in chapter 3 found that upon rupture of Ge-H bonds (above 350
◦C), part of the H atoms remains trapped between the Ge surface and graphene,
forming hydrogen nanobubbles [91]. Thus, the increased intensity of this compo-
nent could be related to the amount of intercalated hydrogen, which upon formation
of nanobubbles enhances the decoupling between graphene and Ge substrate. Upon
high temperature annealing, hydrogen atoms finally desorb from defects and grain
boundaries in graphene and thus, the intensity of the corresponding component in
the XPS measurements decreases.

Indeed, figure 5.6 shows the STM measurements performed on the sample after the
annealing at 660 ◦C and the XPS and NEXAFS experiments. The images reveal
no presence of hydrogen nanobubbles and they also reveal the coexistence of areas
showing the (6x2) reconstruction and (1x1) phase. The latter one is typical of the
surface after high temperature, as seen in chapter 3 (figure 3.7). Thus, the shoulder
at lower binding energy in the C 1s core level is not peculiar of one reconstruction
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Figure 5.6 | STM of graphene/Ge(110) after annealing at 660 ◦C. STM images
performed on the graphene/Ge(110) sample after annealing at 660 ◦C and after the XPS
and NEXAFS experiments. The results shows no presence of hydrogen nanobubbles.
The images reveal the coexistence of areas of (6x2) reconstruction and (1x1) phase. V
= -1.6 V and I = 0.3 nA.

or the other.

In order to confirm the hypothesis that the shoulder in the C 1s core level is
related to the presence of hydrogen nanobubbles, XPS and STM measurements
were performed on a control sample after annealing at 500 ◦C. The C 1s core level
spectrum shows the shoulder at lower binding energy (figure 5.7a), similarly to
the other sample. The corresponding STM images are shown in figure 5.7b,c and
highlight the presence of hydrogen nanobubbles.

Figure 5.7 | XPS and STM of graphene/Ge(110) after annealing at 500 ◦C.
a) C 1s core level spectrum of the control sample after annealing at 500 ◦C. b and c)
STM images of the control sample after annealing at 500◦C. b) V = -1.6 V and I =
0.35 nA. c) V = 1.6 V and I = 0.05 nA.

Perhaps, one could think that the component at 283.9 eV in the C 1s spectrum
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should instead be assigned to the nearest neighbor to the C atoms involved in the
C-H bonds, as indicated in previous studies [108]. This second hypothesis is not
unreasonable per se. However, this explanation does not fit with our results as
the sp3 component at 284.6 eV reduces after annealing at 500 ◦C. This observation
indicates that after the annealing, fewer carbon atoms are involved in C-H bonds.
Thus, in this case, one would expect the component at 283.9 eV to decrease as well.

Moreover, hydrogen functionalization induces n-type doping in graphene [121],
which leads to a shift towards the higher binding energy of the sp2 components
of the C 1s spectrum. However, these components do not shift throughout the
annealing cycle, thus ruling out the hydrogenation process. In addition, the region
between the π* and σ* transitions in the NEXAFS spectra do not show any par-
ticular peaks, indicating a negligible amount of functional groups bonded to the
graphene layer [119].

Interestingly, upon annealing at 660 ◦C, the σ2* resonance peak slightly moves
towards lower energies. This shift is the only difference among the NEXAFS spectra
and it might indicate the presence of defects in the graphene structure [107, 120].
We can speculate that such defects are caused by hydrogen desorption through
graphene defects and grain boundaries. This hypothesis is supported by Raman
measurements performed before and after the XPS and NEXAFS experiments, as
shown in figure 5.8.

Indeed, the measurements before the experiments show a D peak substantially
smaller than those recorded after the annealing cycle and the XPS and NEXAFS
experiments. Moreover, after the experiments, the ratio of the intensity I2D/IG
drastically decreases (figure 5.8a), suggesting higher doping of graphene with re-
spect to the as-grown sample [86]. Lastly, from the position of the 2D and G peaks,
it is also possible to estimate the level of stress or strain in graphene [122]. Raman
measurements acquired on the samples and shown in figure 5.8b also indicate an
enhanced level of stress in the graphene monolayer.

5.2 Conclusion

In conclusion, we have investigated the chemical state of the graphene/Ge(110)
interface by means of XPS and NEXAFS measurements. The experiments were
performed after annealing in vacuum at 100 ◦C, 500 ◦C and 660 ◦C.

Initially, the motivation for this study was to prove the presence of chemical bonds
between graphene and Ge, which were thought to form after the annealing at high
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Figure 5.8 | Raman spectra of graphene/Ge(110). a) Raman spectra of
graphene/Ge(110) sample. b) Plot of the 2D vs G-band energies. ε is the strain and n
the charge density. Straight lines indicate E2D vs EG relationship for strained undoped
(black line, n = 0) and unstrained n-doped (red line, ε = 0) graphene. The two lines
cross at the expected 2D and G positions for suspended freestanding graphene. Raman
measurements were performed before and after the XPS and NEXAFS experiments as
indicated in the legends.

temperature. However, the experimental results rejected this assumption to instead
reveal that the presence of hydrogen nanobubbles affected the chemical state of
graphene after the annealing at 500 ◦C. Indeed, the presence of nanobubbles reflects
in the XPS measurements of the C 1s core level and gives rise to a shoulder towards
lower binding energies with respect to the main graphene peak. Complementary
STM measurements confirmed the presence of such nanobubbles.

The analyses of the experimental results presented in this chapter have yet to be
finalized. In particular, the experimental results from NEXAFS measurements
should be further analyzed and possibly compared by theoretical simulations.



CHAPTER 6
2D Materials Beyond Graphene

Since the isolation of graphene in 2004, the family or for better say families of 2D-
materials have grown tremendously. The research efforts are inspired by graphene’s
exceptional properties but also aim to overcome the challenges of the first 2D ma-
terial. Above all, graphene’s lack of bandgap makes difficult to integrate graphene
in electronic applications.

In this scenario, silicene, germanene and stanene, which are collectively called
group-IV X-enes, stand out in the landscape of 2D materials thanks to their com-
patibility with the existing semiconductor technology, especially for silicene and
germanene. These materials, as the names suggest, are formed by a single atomic
layer of one of the element of group-IV. In recent years, they have been synthesized
on different metallic surfaces. However, the interaction with metals strongly affects
the desired electronic properties of these materials.

In this chapter, the structures and properties of group-IV X-enes are briefly intro-
duced along with the challenges related to their synthesis. Successively, the focus
is narrowed on silicene and suitable non-interacting substrates potentially able to
support its synthesis. In this regard, among the different candidates, CaF2 have
attracted our interest. For this reason, the last section of this chapter revolves
around the experiments on the growth of CaF2 on Si(111) performed during this
project.

The overview on group-IV X-enes here presented have been published by Applied
Physics Reviews in the article titled "Group-IV 2D materials beyond graphene
on nonmetal substrates: Challenges, recent progress, and future perspectives" [70].
The results and discussion on the epitaxial growth of CaF2 on Si(111) produced the
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manuscript "Scanning tunneling microscopy study of CaF2 on Si(111): Observation
of metastable reconstructions", which has been submitted and accepted by Journal
of Physics D: Applied Physics [69]. I would like to thank Prof. Maurizio De
Crescenzi, Prof. Manuela Scarselli and Prof. Fabrizio Arciprete (University of
Roma Tor vergata) for the helpful discussions.

6.1 Opportunities & Challenges for Group-IV X-

enes

The 2D family called group-IV X-enes, formed by silicene [123, 124], germanene
[123, 125, 126], and stanene [127, 128], has been proposed as a potential alternative
to graphene [129–135]. These materials have an atomic structure very similar to
graphene but also a fundamental distinction. Indeed, from an energetic point of
view, at ambient conditions, carbon’s most stable atoms arrangement is the honey-
comb lattice. Thus, the most favorable structures are graphene and its bulk analog
graphite. In both these configurations, the C atoms adopt a pure sp2 hybridization
which results in an atomically flat structure.

On the other hand, group-IV X-enes do not allow for stable flat structures, espe-
cially for Si and Ge. Considering planar structures, the phonon modes of both
Si and Ge have imaginary frequencies in the Brillouin zone [123]. Specifically, a
flat Si structure results in the hybridization of the optical and acoustical branches.
This lead to the lowering of one optical branch into the acoustical frequencies, with
imaginary frequencies along the Γ - K direction. The flat structure of Ge results
in both one acoustical and one optical branch having imaginary frequencies.

Moreover, the Si-Si and Ge-Ge bond lengths are larger than the C-C one (1.42
Å in graphene), preventing a pure sp2 hybridization in Si and Ge. From this
consideration, it follows that silicene and germanene necessarily have a mixed sp2-
sp3 hybridization, which in turn results in a buckled structure and not a flat one.
A simple sketch of X-enes structure is shown in figure 6.1.

This is the key difference compared to graphene. Buckled atomic structures mean
that the atoms are displaced in the out-of-plane direction. Theoretical studies
predict that stable free-standing silicene, germanene, and stanene have buckling
values of ∼ 0.44 Å [123], 0.64 Å [123], and 0.85 Å [137] respectively, as reported in
Table 6.1.
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Figure 6.1 | Group-IV X-enes atomic structure. Simple sketch of the buckled
atomic structure of Group-IV X-enes. Adapted from [136].

Furthermore, group-IV X-enes have enhanced spin-orbit coupling. The combina-
tion of spin-orbit coupling and buckled structures makes these materials topological
insulator with bandgaps of ∼ 1.5 meV [138], 23.9 meV [138], and 100 meV [139],
respectively for silicene, germanene, and stanene. Interestingly, the non-trivial
topological states could lead to the fabrication of devices able to preserve quantum
information [140–142].

In addition, the buckled structures allow for tuning the bandgaps with different
methods, namely:

(i) applying an electric field perpendicular to the plane [140]

Table 6.1 | Predicted values of lattice parameter (a), buckling (δ) and band gap for
free-standing 2D low-buckled Si, Ge and Sn.

a (Å) δ (Å) Band gap (meV)

Si 3.83 0.44 1.55

Ge 3.97 0.64 23.9

Sn 4.62 0.85 100
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(ii) changing the level of buckling by changing the interaction with the substrate
[143–145]

(iii) introducing either chemical [146] or structural modifications by applying me-
chanical strain [147–149]

Therefore, the buckled structure represents a powerful feature of group-IV X-enes,
as it makes them an alternative to graphene, whose lack of band gap is a significant
obstacle to its integration in FETs due to the poor switching capabilities [2].

On the other hand, in contrast to graphene, group-IV X-enes are much less stable
in air and above all, they do not have a bulk counterpart from which they can be
easily exfoliated. Therefore, the major drawback and challenge for group-IV X-enes
is their actual fabrication. So far, the main synthesis method has been via epitaxial
growth on a template substrate in UHV conditions. Thus, it follows that the choice
of the substrate is itself an important step prior to the actual deposition of any of
the X-enes. Ideally, the growth substrate has to satisfy two main criteria: have a
hexagonal symmetry and a small lattice mismatch (∆a) with the 2D overlayer.

In light of the two criteria, the majority of the of experimental syntheses has
been so far performed on metallic substrates. Indeed, silicene was first successfully
synthesized on Ag(111) [124, 150–152], case in which the lattice mismatch is 0.94 Å.
Later, it was synthesized on Ru(0001) [153] and Ir(111) [154] surfaces and formed
on top of ZrBr2/Si(111) via segregation [155, 156].

Regarding germanene, it was first synthetized on Au(111) [129] and Pt(111) [157].
At a later stage, it was deposited on Al(111) [158] and on semimetallic Sb(111)
[159]. Ultra-flat – i.e., non-buckled - stanene was grown on Cu(111) [144] and on
Ag(111) [160].

It is worth a special mention to the study reported in ref. [144], as it is an example
of how it is possible to change the electronic properties of X-enes (stanene in this
case) by tuning the interaction with the substrate underneath. Indeed, when the
growth takes place at room or higher temperature, stanene on Cu(111) exhibits
a buckled structure. However, if stanene is deposited at a lower temperature, it
tends to grow with an ultra-flat structure that reflects in the modification of its
electronic properties.

Metals have proved themselves effective susbstrates to grow X-enes from a struc-
tural point of view. However, the strong hybridization between metals and X-enes
bands results in the disruption of the electronic properties desired in these 2D ma-
terials. Specifically, the predicted Dirac cone for free-standing X-enes is missing
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when they are deposited on metals [161], with the exceptions of Ca [162] and Pb
[163] substrates. An additional complication is the possible formation of alloys with
the metallic atoms of the substrates. This is still an open and crucial discussion
that produced some controversial reports that question the successful synthesis on
metal substrates [157–162].

Furthermore, the use of conductive substrates jeopardizes X-enes integration into
microelectronic devices as it prevents the modulation of the Fermi level by electric
gating. Due to these last-mentioned reasons and the little stability of group-IV
X-enes in air, very few studies have been reported on actual electronic devices.

Indeed, the first and only example of FET made of silicene monolayer was pro-
duced few years ago and it showed the Dirac-like ambipolar charge transport at
room temperature in ambient conditions [164]. However, it had a short lifetime.
Nevertheless, the realization of this device [164] marks an important milestone,
demonstrating the possibility of realizing working devices with group-IV X-enes,
and their potential to overcome graphene’s limitations. Later on, in order to de-
crease the sensitivity to air, the realization of FETs based on multilayer silicene
was reported as well [165].

As a last remark, it is important to stress that silicene and germanene, in con-
trast to graphene and other classes of 2D materials, allow for full compatibility
with the existing semiconductor technology. Meaning that the existing technology
infrastructure, based almost entirely on Si and to a lesser extent on Ge, could be
integrated with the devices based on silicene or germanene.

6.2 Suitable Growth Substrates for Silicene

As stated in the previous section, for the evolution and development of silicene
nano-electronics it is important to identify suitable non-conductive substrates that
can act as a template for its synthesis. Different classes of materials have been pro-
posed as promising candidates and preliminary experiments have been reported in
recent years. For instance, hexagonal layered surfaces terminate with no dangling
bonds, and thus they are expected to interact weakly with the silicene overlayer
[164, 166–168]. Furthermore, some of these subtrate materials have bandgaps in
the range 1-6 eV, which is desirable for the direct realization of FETs. However,
layered substrates bring many challenges, mainly due to the possible intercalation
of group-IV atoms under the substrate top layer(s) during deposition. This has led
to an interesting yet unsettled debate, with publications showing similar results
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Figure 6.2 | STM Silicene on MoS2. (a) STM image of clean MoS2 surface (V = 1
V, I = 0.7 nA); (b) MoS2 surface after deposition of 0.8 ML of Si (V = 1 V, I = 0.7 nA).
Inset: reflection high energy electron diffraction pattern displaying the characteristic
streaks. (c) Higher resolution image (V = 0.2 V, I = 2 nA) of a partially covered
surface. (Below) Line profile taken across the gray arrow in the image above showing
a height difference of 5 Å between Si-covered area and clean MoS2. (d) Zoom-in of
the area highlighted in (c) showing a hexagonal surface pattern. The corresponding
periodicity is extracted from the analysis of the self-correlation function. A sketch
models the Si honeycomb structure. Adapted from [173].

but different interpretations. Within the hexagonal layered surfaces, the first ex-
perimental syntheses of silicene have been reported on MoS2 and HOPG (highly
oriented pyrolitic graphite).

MoS2 is a semiconducting material and the most noted compound among the tran-
sition metal dichalcogenides (TMDs) [165, 169]. Despite the small lattice parameter
(3.16 Å), it fulfills the requirement of hexagonal symmetry and lack of dangling
bonds on the surface required to preserve silicene electronic properties [170–172].
Bulk MoS2 is composed of stable S-Mo-S layers interacting with each other via Van
der Waals forces. The experimental results on the deposition of silicene on MoS2

substrate using molecular beam epitaxy (MBE) at 200 ◦C [173] are summarized in
figure 6.2.

The lattice mismatch between free-standing silicene and substrate is about 20%,
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Figure 6.3 | ARPES Silicene on MoS2. Valence band structure of clean MoS2 (a)
and after Si deposition at 200 ◦C (b). Data collected with photon energy hν = 100 eV
along the K-Γ-K reciprocal lattice direction. Adapted from [174].

which is not a negligible value. However, the authors claim to observe Si domains
with the same lattice constant of the MoS2 substrate. DFT calculations predicted
a buckling in the silicene grown on MoS2 of about 2 Å, which is consistent with the
experimental STM findings. It is a quite larger value compared to those theoreti-
cally predicted for low-buckled silicene [123], which might result from the shrinking
of the Si lattice induced by the MoS2 underneath. As the magnitude of the buck-
ling affects the electronic band structure of silicene, ARPES measurements were
also performed and are here reported in figure 6.3. ARPES measurements revealed
that silicene/MoS2 has a metallic character due to the accumulation of electrons
at their interface.

As mentioned above, similar results from different studies have been interpreted
in different ways. Indeed, the investigation reported in ref. [173] concludes that
upon low rate deposition at room temperature, Si intercalates between MoS2 layers
rather than growing on top of the substrate to form silicene. This conclusion was
supported, among other reasons, by the continuous hills-and-valley appearance
of the surface with the lattice constant consistent with the one of pristine MoS2.
Indeed, for epitaxial islands of silicene grown on top of MoS2, a step-like appearance
of the surface is expected.

Another potentially suitable substrate to grow silicene is HOPG, as it features
hexagonal symmetry, no dangling bonds on the surface, and it is chemically inert
and no alloys are expected to form with Si atoms. Indeed, Si atoms deposited at
room temperature in UHV conditions on HOPG resulted in both 3D clusters and
2D silicene islands either on-top-of or intercalated under HOPG topmost layers
[175, 176]. The 2D islands exhibit a small buckling of 0.5 Å and lattice parameter
close to the one predicted for free-standing silicene (3.83 Å) [123].

Thus, buckling and lattice parameters are close to the theoretically predicted values
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Figure 6.4 | Silicene on HOPG. (a) STM image of a HOPG substrate after room
temperature deposition of 1ML of Si. The ball-and-stick models superimposed on the
image represent Si lattice (blue and red) and HOPG lattice (black). (V = 0.3 V, I =
0.3 nA). (b) Line profile recorded along the blue dashed line in (a). (c) Line profile
recorded along the solid black line in (a). (d) Normalized differential conductance
dI/dV/(I/V) related to the LDOS. The red dotted line is the theoretical density of
states for the system. Adapted from [175].

and support the desired electronic properties of silicene (figure 6.4a-c), as confirmed
by STS measurements that revealed a metallic behavior and finite DOS at the Fermi
level (figure 6.4d).

However, the conclusions of the study in ref. [175] have been recently questioned
[177]. Once again, the transition from the island to the clean substrate areas is
continuous and not step-like [177]. Moreover, the 2D islands were always located
at step edges of the substrate or around the 3D clusters, breaking the HOPG
lattice periodicity. Therefore, authors in ref. [177] suggest that the superstructures
observed are not 2D islands but rather long-range perturbations of the charge
density resulting from the interference between surface and scattered waves from
the clusters.

These studies and their often opposite interpretations highlight how the topic is
still in its infancy, and the need for more conclusive investigations and compelling
results.

In addition to the layered substrates discussed above, other possible suitable sub-
strates for epitaxial growth of silicene have been discussed theoretically. However,
no conclusive structural characterization has yet been reported.
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Among those, the insulating calcium difluoride (CaF2) resulted to be particularly
interesting. Indeed, the cleaved CaF2(111) surface terminates with F− ions ar-
ranged in a triangular symmetry with a spacing of 3.88 Å [178]. For this reason,
the lattice mismatch with silicene is only 0.5% thus, it follows a small tensile strain
that should not affect the Dirac cone in silicene. Moreover, CaF2 features a com-
pletely filled valence shell making its surface inert [179] and supporting Van der
Waals epitaxy [166, 172] and growth of silicene with buckling of 0.43 Å, which
opens up a small bandgap of 52 meV, as reported in figure 6.5.

Figure 6.5 | CaF2 as substrate for silicene. (a) Model of silicene deposited on a
clean CaF2 (111) surface. Si, Ca and F atoms in blue, yellow and red, respectively. (b)
Calculated band structure of silicene deposited on CaF2(111). The regions of the dense
slab bands represent the projected bulk CaF2 band structures. The silicene bands are
indicated by black lines. The red-dashed horizontal line represents the Fermi level.
Adapted from [180].

However, before studying the growth of silicene on such substrate it is important to
have a complete understanding of the growth of CaF2 itself, which will be discussed
more in detail in the next section.

6.3 Suitable Substrates for Silicene:

the CaF2/Si(111) case

The epitaxial growth of CaF2 on Si has received a great deal of attention dur-
ing the last decades [181–183]. Indeed, owing to the large CaF2 bandgap and its
ability to grow homogeneously on Si, CaF2/Si represents a promising platform for
semiconductor-on-insulator devices and has been studied, for example, in the con-
text of resonant tunneling diodes [184–186]. Furthermore, due to the small lattice
mismatch of 0.6% at room temperature, the CaF2/Si(111) system is also of impor-
tance when it comes to advancing our fundamental understanding of heteroepitaxial



88 Chapter 6. 2D Materials Beyond Graphene

Figure 6.6 | CaF2/Si(111) samples grown at low temperatures. STM images
of clean (7x7)-Si(111) surface (a), after deposition of 0.25 ML of CaF2 deposition at
room temperature with post-deposition annealing for 30 min at 400 ◦C (b) and after
deposition of 0.30 ML of CaF2 deposition with the substrate at 460 ◦C (c). Scale bars
10 nm. (a, b) V = 2.0 V and I = 0.5 nA. (c) V = -3.3 V and I = 0.3 nA.

processes. However, despite the numerous studies already available in literature,
this topic is not exhausted yet. For example, it is still unclear if preferential ab-
sorption sites for CaF2 molecules exist on the (7x7)-Si(111) surface. In addition,
another issue that is still debated is the nature of the point-like defects that are
often observed with STM on the epitaxially grown CaF2 islands. When CaF2 grows
on (7x7)-Si(111) at high temperature, the silicon surface loses its reconstruction
and turns into a (1x1) phase. Earlier studies have concluded that the excess Si
atoms that are produced during this transformation remain at the CaF/Si inter-
face and eventually form the characteristic point-like defects [187, 188]. A recent
study that combines STM and non-contact AFM experiments has instead proposed
a new explanation based on Si atoms leaving the surface as SiFx, at least partially,
at high temperature [189]. The CaF2 nucleation and growth can vary significantly
depending on the substrate temperature during deposition [189–193].

Starting with the investigation of the deposition of CaF2 molecules on (7x7)-Si(111)
at temperatures up to 460 ◦C, figure 6.6a displays an empty-state STM image of a
clean Si substrate, showing the well-known (7x7) reconstruction.

Figures 6.6b,c show instead STM images of Si(111) surfaces after CaF2 deposition.
In one case, 0.25 ML of CaF2 was deposited at room temperature with subsequent
post-deposition annealing at 400 ◦C (figure 6.6b), whereas in the other case 0.30
ML of CaF2 was deposited on the substrate at 460 ◦C (figure 6.6c). In neither
case CaF2 islands are formed. Rather, CaF2 molecules dissociate homogeneously
on the (7x7)-Si(111) surface, the pattern of which is somewhat still visible. These
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Figure 6.7 | DAS model (7x7)-Si(111) surface. (a) Top view of the 2x2 supercell
of the DAS model. Gray, blue and green shadow represent first, second and third
lattice planes. Solid dots represent Si atoms. Blue rhombus highlights the (7x7) unit
cell. Yellow ellipses mark the 9 dimers of two halves of the unit cell and lies two layers
below the top surface layer. The rest atoms (6 in one unit cell) are colored in pink and
the adatoms (12 in one unit cell) are colored in blue. The bulk Si atoms are colored
in gray. (b) and (c) The corresponding top- and side- view structure of one unit cell,
respectively, labeled with lateral and vertical distance between the featured atoms.
Reprinted from [196].

observations are in agreement with previous reflection high-energy electron diffrac-
tion measurements [194] and STM studies [190], showing that the (7x7)-Si(111)
surface is maintained after CaF2 deposition at low temperature. Hence, in these
conditions, there is not enough energy for the molecules to diffuse, aggregate and
form stable CaF2 nuclei. We now focus on getting more insights into the absorption
of CaF2 molecules on Si, looking for preferential adsorption sites with respect to
the dimer adatom stacking fault (DAS) model of the (7x7)-Si(111) reconstruction
[195].

In figure 6.8, two atomically resolved STM images are presented. Specifically, panel
a shows the sample after deposition at room temperature and subsequent annealing
at 400 ◦C for 30 min, while panel b shows the surface after deposition with the
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Figure 6.8 | (7x7)-Si(111) reactive sites. 7x7 nm2 STM images of CaF2 molecules
adsorbed on (7x7)-Si(111). The coverage is 0.46 ML. (a) 0.25 ML of CaF2 was deposited
at room temperature and subsequently the sample was annealed at 400 ◦C for 30 min.
(b) 0.30 ML of CaF2 was deposited with the substrate at 460 ◦C (b). (a) V = 2.0 V
and I = 0.8 nA. (b) V = -3.0 V and I = 0.1 nA.

substrate kept at 460 ◦C. According to the DAS model, a whole unit cell is composed
of two half-unit cells, only one of them with a stacking fault. Each half-unit has
nine Si atoms, composed of three corner adatoms, three center adatoms, and three
rest atoms [195]. The electron density on a corner adatom is slightly higher than
that on a center adatom [197–199]. It is also known that the LDOS is higher on
the faulted half-unit than on the unfaulted half [198]. When the adsorption takes
place at a specific site, the related LDOS changes due to the saturation of the Si
dangling bonds. This leads to a modification of the contrast in the STM images,
which therefore can be used to reveal the spatial distribution of the reacted sites.

Earlier studies have reported dissociative reactions on Si(111) when the surface
is exposed to H2O, NH3, ethanol, ethylene, and NO. They all show STM images,
which are very similar to ours [197, 200–202]. In such dissociative reactions, take for
example the case of H2O, the molecule approaching Si surface dissociates leading
to the formation of Si-H and Si-OH bonds [197]. Interestingly, it was found that
center adatoms react much faster than corner adatoms. The reason is that a pair of
two close dangling bonds is needed to split a water molecule. On the (7x7) surface,
these are the adatom-rest atom dangling-bonds. As in the DAS model of the
(7x7) surface, each rest atom has two center adatom neighbors but only one corner
adatom, this explains the observed preferential adatom reactivity. From 6.8, we
can also observe that the center adatoms are indeed more reactive than the corner
adatoms, in agreement with the abovementioned studies. In particular, in the
sample with CaF2 for deposition at room temperature and subsequent annealing at
400 ◦C almost 55% of the reacted sites are center adatoms, while in the sample with
CaF2 for deposition at 460 ◦C this percentage increase to about 65%, probably due
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to the increased mobility in this latter case given the higher temperature during
deposition. Because of the similarities between the presented STM observations
and previous studies [197, 200–202], and because earlier core levels spectroscopy
measurements have reported the formation of both Si-F and Si-Ca bonds [189, 203],
we conclude that CaF2 on Si reacts by dissociation rather than etching.

Figure 6.9 | CaF2/Si(111) samples grown at low temperatures. STM images
of the sample after deposition of 0.25 ML of CaF2 at room temperature and post-
deposition annealing at 400 ◦C for 30 min (a) and after deposition of 0.30 ML of CaF2

with the substrate at 460 ◦C (b). Scale bar 400 nm (a), 50 nm (b). (a) V = -2.0 V and
I = 0.5 nA. (b) and inset V = -3.3 V and I = 0.3 nA. Scale bar in the Inset is 20 nm.

Since steps and other imperfections at the surface are preferential absorption sites,
it is interesting to investigate whether the substrate surface topography affects the
result of CaF2 molecule adsorption. For example, it is known that when it comes
to the formation of CaF2 islands, substrate morphology can largely influence film
growth at given temperatures, switching from island nucleation in the case of large
terraces to step-flow for stepped surface [183]. Figure 6.9a reports an STM image
of a sample after CaF2 deposition at room temperature and subsequent annealing
at 400 ◦C. This sample exhibits very large terraces (> 500 nm). Figure 6.9b instead
displays an STM image of a sample after CaF2 deposition at 460 ◦C; this sample
features narrow terraces, with an average width of about 30 nm. In both cases,
CaF2 molecules seem to be rather homogeneously distributed on the Si surface.
Yet, in figure 6.9b it is possible to see that any terrace seems to be formed by two
areas that are divided by a boundary located approximately in the middle of the
terrace (see arrows in figure 6.9b). The first area goes from the boundary to the
step with the lower terrace, while the second area goes from the boundary to the
step with the upper terrace. The difference between the two areas is the density of
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Figure 6.10 | CaF2/Si(111) samples grown at 460 ◦C. STM images of sample
after CaF2 deposition at 460 ◦C. At the bottom, the line profile taken across the
terraces of the surface shown in panel (a) reveals that there is no height difference
within the terrace. The high-contrast image shown in panel (b) highlights a higher
density of adsorbates in the region closer to the step with the lower terrace. V = -3.3
V and I =0.3 nm. Scale bar = 20 nm.

dark-contrast spots corresponding to absorbed molecules, and the border is nothing
but just an optical illusion due to the density difference (see inset in figure 6.9b
and figure 6.10. Thus, molecules adsorb preferentially on the upper step side of the
terraces.

If CaF2/Si is annealed after deposition or if CaF2 is deposited at higher substrate
temperatures, structural and chemical modifications can occur at the interface with
Si and the morphology of the deposited films change [191, 192, 204–207]. Indeed, an
F:Ca ratio of 2:1 has been reported when CaF2 is deposited at room temperature
[204], whereas it changes to 1:1 for temperatures above 550 ◦C [204–206, 208],
indicating desorption of fluorinated species.

Figure 6.11 shows the surface after 0.20 ML of CaF2 deposition with substrate
kept at a temperature of 570 ◦C. The topography of the surface is interesting.
Unreacted areas of (7x7)-Si(111) surface are still present, but we can now also
observe triangular-shaped islands of CaF2 along with extended reacted areas that
look different from ones observed at lower deposition temperatures. Concerning the
islands, they can nucleate on three different types of sites on the surface, namely
on terraces, at steps and along the phase domain boundaries of the (7×7) recon-
struction [183]. In the present work, the nucleation of the islands happened on
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terraces and along the phase boundaries, as observed in figure 6.11a. Regard-
ing the extended reacted area, clearly visible in figure 6.11b,c, we can pinpoint
the presence of small areas with (

√
3x

√
3) and c(2x4) metastable reconstructions

(figure 6.11c,d), which are known to have a higher atom density than the (7x7)
reconstruction [199, 209–213].

Since the surface shows three different types of regions, it is interesting to highlight
the differences with STS measurements. Indeed, figure 6.12 reports STS measure-
ments on the sample grown at 570 ◦C. First of all, it should be pointed out that
it is known that at room temperature the (7x7)-Si(111) surface is metallic. How-
ever, for measurements performed at low temperature, the opening of a bandgap
is expected, as reported in [214] and it is consistent with the experimental STS
measurements here presented, which are performed at temperatures below 10 K.
Moreover, it is useful to note that the local density of states depends on which type
of atom (adatom or rest atom) the measurement is performed.

The spectra acquired on the same type of region are consistent with each other,
while among the different regions the spectra show some differences. Both reacted
and unreacted Si areas show a small feature centered at 1.5 V (marked with dashed
line), already observed for (7x7)-Si(111) [214]. This feature is absent in the CaF2

island. Qualitatively, the STS measurements performed on CaF2 islands are similar
to the ones shown in ref. [215], as both show an abrupt rise at about +2.0 eV in the
empty states. Additionally, the spectra reported in figure 6.12 have a flat curve in
the filled states with a rise at around -2.0 eV. The flat part is also reported in the
spectrum in ref. [215] while concerning the peak at around -2.0 eV, it is difficult to
compare with the mentioned literature as the spectrum, in that case, terminates
around that voltage value, but it seems they also observe a somewhat increase in
the DOS. It should be noted that in ref. [215] it is reported also the STS spectrum
of CaF bilayer which displays a peak at 0.4 eV below the Fermi level. That peak
is instead suppressed in the spectrum of CaF2 island. Such a peak is not observed
in our reported results, as there is no extended CaF layer in the reacted Si area in
our samples.

Given the different appearance of the reacted areas observed in figure 6.11 and
those observed in figure 6.9 and figure 6.6, it is reasonable to assume that at higher
temperatures something happens that makes the reacted (7x7) areas unstable. For
example, it is known that above 550 ◦C part of the F atoms starts combining with
the substrate to form volatile SiFx species that desorb from the surface [189, 204,
205, 208, 216]. The removal of Si atoms would induce tensile strain in the surface
that thus has to rearrange into the above-mentioned reconstructions, as it was
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Figure 6.11 | CaF2/Si(111) samples grown at 570 ◦C. (a-c) STM images of the
sample after deposition of 0.20 ML of CaF2 at 570 ◦C showing the unreacted (7x7)
and reacted Si areas. (c) Blow-up of 25 x 12 nm2 rectangular area marked in the
top-right corner in (b). The areas highlighted in light blue and green represent patches
of c(2x4) and (

√
3x

√
3) reconstructions, respectively. Scale bar 200 nm (a), 10 nm (b).

(d) Schematics of (
√
3x

√
3) and c(2x4) unit cell reconstruction. (e) Line profiles taken

on the STM image as indicated in panel (c). The periodicities of first-neighbor atoms
are consistent with those expected for the c(2x4) and

√
3x

√
3 reconstructions. (a) V

= 3.0 V and I = 0.5 nA. (b) and (c) V = 3.0 V and I = 0.6 nA. Reprinted from [69].
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Figure 6.12 | STS measurements on CaF2/Si(111) sample. STS measurements
recorded via lock-in technique on the three different types of regions on the sample
where 0.20 ML of CaF2 was deposited at 570 ◦C. Namely, the three regions are un-
reacted Si (black spectra), reacted Si (blue spectra), and CaF2 island (red spectra).
Three spectra were acquired on three different spots within the same type of region,
as indicated by the rectangular boxes in the STM image. These spectra are vertically
shifted by an arbitrary quantity for visualization purposes. Reprinted from [69].



96 Chapter 6. 2D Materials Beyond Graphene

observed for example for stepped Si surfaces or in the case of Si/Ge [217, 218]. In
any case, the appearance of the metastable phases represents the onset of radical
structural changes of the substrate that will eventually lead to the formation of the
stable (3x1) reconstruction at higher temperatures.

It is known that the higher the temperature, the higher the probability of des-
orption of fluorine, F, and fluorinated species, SiFx. Consequently, it was found
that the F:Ca ratio decreases as a function of temperature, since Ca resides on the
Si surface up to higher temperatures [189]. This, in turn, leads to different (n x
1) surface reconstructions [208, 219] that finally become the (3x1) reconstruction
when fluorine is completely desorbed [203]. Indeed, the (3x1) reconstruction has
been observed to form also upon deposition of pure Ca atoms and identified as a
mixture of (3x2) and c(6x2) reconstructions [218]. As seen in figures 6.13a,b, upon
annealing at 600 ◦C the sample where CaF2 was deposited at 570 ◦C, the areas
previously covered by c(2x4) and (

√
3x

√
3) metastable reconstructions have now

turned into the stable (3x1) phase. The triangular-shaped CaF2 islands, on the
other hand, are not affected by the annealing and are still visible on the surface
(marked with white arrows in figure 6.13a). Similarly, the unreacted (7x7)-Si(111)
areas are also unaffected by the annealing. These observations suggest that in the
reacted areas F or SiFx desorbed during the annealing and consequently the re-
maining Ca atoms on the surface transformed the (

√
3x

√
3) and c(2x4) metastable

reconstructions into the stable (3x1) reconstruction. The CaF2 islands are instead
stable at 600 ◦C. On the other hand, at 680 ◦C, STM reveals the presence of large
areas of clean (7x7)-Si(111) and large areas of (3x1) reconstruction, whereas the
CaF2 islands are not visible anymore (figure 6.13c,d).

Here, it is worth noting that the (3x1) areas show several point-like defects that
could possibly be ascribed to Si atoms [187]. At even higher temperatures, for
temperatures above 700 ◦C, even Ca start to desorb from the surface, and the
(7x7)-Si(111) surface can be restored [208]. Figure 6.14 shows the sample in figure
6.11 after flash annealing at 1200 ◦C. Indeed, only (7x7) areas can be observed on
the surface.

6.4 Conclusion

In conclusion, this chapter presented an overview of group-IV X-enes, which are
examples of synthetic elemental 2D materials. These materials do not have bulk
counterparts from which they can be easily derived, but they have to be synthesized
with methods that often require high technical skills and specialized equipment.
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Figure 6.13 | CaF2/Si(111) samples showing (3x1) reconstruction.STM im-
ages of the samples after deposition of 0.20 ML of CaF2 at 570 ◦C and post-deposition
annealing at 600 ◦C (a,b); and after deposition of 0.60 ML of CaF2 at 680 ◦C (c,d).
Scale bars 200 nm (a,c) and 10 nm (b,d). V = 3.0 V and I = 0.2 nA (a,b). (c) V =
2.5 V, I = 0.6 nA and (d) V = 2.5 V, I = 0.5 nA. Reprinted from [69].
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Figure 6.14 | STM images of cleaned (7x7)-Si(111) surface. STM image of
CaF2/Si after flash annealing at 1200 ◦C. The surface reveals only (7x7) areas. (a) V
= -2.5 V and I = 0.5 nA. Scale bar 50 nm. (b) V = 3.5 V and I = 0.15 nA. Scale bar
10 nm. Reprinted from [69].

For this reason, the progression rate of X-enes is much slower than that of graphene
or other 2D materials. Furthermore, the electronic properties of these materials are
hampered by the metals usually used as growth substrates due to strong interac-
tion. Moreover, metallic substrates do not allow for direct integration in electronic
devices. Thus, the synthesis of these 2D materials on non-metals would be prefer-
able and highly beneficial for future applications. Therefore, this chapter first
reported on the properties that non-interactive substrate should have to support
the growth of group-IV X-enes, focusing in particular on silicene.The chapter con-
tinues with the report of the few experimental results on the silicene synthesis on
non-interacting substrates, and it then highlights the potential growth substrates
so far only theoretically suggested.

The last section of the chapter presents the results of the experimental study on the
growth and characterization of CaF2 films deposited on Si(111). CaF2 is expected
to be a suitable substrate to support the epitaxial growth of silicene. However,
before attempting to grow silicene, it is important to understand and control the
synthesis of CaF2 itself. Therefore, the study presents the modification of the
morphology of the deposited CaF2 films via e-beam evaporation as a function of
deposition temperature. First, we have described the initial absorption of CaF2

molecules on (7x7)-Si(111) in the low temperature (i.e. up to 460 ◦C), demonstrat-
ing that the center adatoms act as preferential absorption sites for the dissociation
of CaF2 molecules. Next, we have shown that when CaF2 is deposited at 570 ◦C,
triangular islands appear, along with the formation of the metastable (

√
3x

√
3)

and c(2x4) Si reconstructions. Finally, we have shown that when the sample is
annealed at higher temperatures, the metastable (

√
3x

√
3) and c(2x4) phases turn
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into the stable (3x1), while the CaF2 islands can still be observed. For deposition
of CaF2 in the high temperature regime (i.e. 680 ◦C), most of F atoms desorb from
the surface and only areas of (3x1) or (7x7) can be seen. CaF2 islands are not
stable at these high temperatures.





CHAPTER 7
Conclusions & Outlook

This thesis is motivated by the need for novel electronics and inspired by the future
possibilities offered by the integration of 2D materials with conventional semicon-
ductors. The work presented here focuses on two main projects. Namely, the
investigation of graphene/Ge(110) interface and the synthesis and characterization
of CaF2 epitaxially grown on Si(111).

Chapter 3 presents the structural properties of the CVD-grown graphene/Ge(110)
interface. The investigation is based on STM measurements and aims to describe
the modifications induced on the interface by thermal annealing. Indeed, the sam-
ples are studied as-grown, after annealing in vacuum above 350 ◦C and after anneal-
ing above 700 ◦C in-vacuum. The STM study revealed that the as-grown sample
features a rippled graphene layer and a Ge surface passivated by H-atoms, result-
ing from the graphene deposition via CVD process. Upon annealing above 350 ◦C
in vacuum, H atoms leave the Ge surface, which then reconstructs into the (6x2)
phase, peculiar of the graphene/Ge(110) system. Residual hydrogen can remain
trapped between graphene and the substrate to form nanobubbles. Upon annealing
at high temperate, above 700 ◦C, the hydrogen nanobubbles disappears and the Ge
surface reconstructs again into a phase with symmetry consistent with the (1x1)
phase of Ge. Moreover, the surface of Ge shows several defects, such as vacancies.

In chapter 4, we investigate the electronic properties of the graphene/Ge(110) sys-
tem with ARPES measurements. The aim is to complement the investigation of the
interface structure and its modification. Therefore, the experiments were performed
on the as-grown sample and after performing in-vacuum annealings, similarly to
chapter 3. The ARPES results show that the as-grown sample features a p-doped
graphene. Upon annealing above 350 ◦C in vacuum, graphene is almost undoped
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and last, after annealing above 700 ◦C, graphene is n-doped. Starting from the
characterization of the structure with STM, we also build a theoretical model that,
qualitatively in agreement with ARPES measurements, reveals that it is the ther-
mally induced disorder in the Ge surface the key factor that determines the doping
character of graphene.

In chapter 5, we finally conclude the investigation of the graphene/Ge(110) system.
After characterization of the structure and electronic properties of the interface,
the next logical step is to study the chemical state of the interface. Specifically,
using XPS and NEXAFS measurements and supported by STM and Raman spec-
troscopy, we discover that the presence of hydrogen nanobubbles affects graphene’s
chemical state after the annealing at 500 ◦C. While, contrary to first assumptions,
no chemical bonds between graphene and Ge substrate are formed upon annealing
at high temperature.

Chapter 6 describes the second main project of this work. It briefly gives an
overview of group-IV X-enes, which represents a family of 2D materials very similar
to graphene and yet with a key difference. Group-IV X-enes have a buckled atomic
structure that induces the opening of a small bandgap. Thus, this property over-
comes the intrinsic weakness of graphene when it comes to application in electronic
devices. Therefore, group-IV X-enes represents a potential powerful alternative to
graphene, especially germanene and silicene, which can be directly integrated into
the current technological infrastructure. However, to synthesize these materials
while retaining their intrinsic electronic properties is extremely challenging. Thus,
finding the appropriate growth substrate is of paramount importance. In this sce-
nario, the last section of the chapter describes the growth and characterization of
CaF2/Si(111), which is predicted to be a suitable non-conducting substrate to grow
silicene. The study presents the modification of the morphology of the deposited
CaF2 films via e-beam evaporation as a function of the deposition temperature.
Thus, this study is a starting point to understand how to tune the growth parame-
ters to obtain the desired surface morphology of CaF2 able to support the epitaxial
growth of silicene.

Outlook

To conclude, I would like to add that the enthusiasm around 2D materials is not
(and should not) motivated by only the possibility of improving the current device
and applications. I think it should be seen as a necessity. We have entered the
era of machine learning and big data analytics, which require processing a massive
volume of data at greater speed and it is possible by increasing the density of
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logic and memory devices. This scenario involves not only a purely technological
challenge but also the energy consumption issue. There is no clear strategy to
increase energy efficiency and with the circuitry becoming more densely packed,
the energy lost as heat also increases. To this end, 2D materials, particularly 2D
semiconductors, might play a key role in realizing ultra low-power devices.
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ABSTRACT

The family of two-dimensional materials has been expanding rapidly over the last few years. Within it, a special place is occupied by silicene,
germanene, and stanene due to their inherent compatibility with the existing semiconductor technology (notably for the case of silicene and
germanene). Although obtaining them is not trivial due to the lack of layered bulk counterparts from which they could be mechanically exfo-
liated, they have been recently synthesized on a number of metallic substrates. The remarkable interaction between metals and these puck-
ered materials, however, strongly modifies their intrinsic electronic properties, and also jeopardizes their integration into functional devices.
In this context, first experimental efforts are now being devoted to the synthesis of silicene, germanene, and stanene on nonmetal substrates.
Here, we review these pioneering works, present the ongoing debate, analyze, and discuss the major technical challenges and finally suggest
possible novel solutions worth exploring.

VC 2019 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5121276

TABLE OF CONTENTS
I. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
II. RECENT PROGRESS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

A. Si and Ge on MoS2. . . . . . . . . . . . . . . . . . . . . . . . . . . 3
B. Si and Ge on Highly Oriented Pyrolytic Graphite

(HOPG) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
C. Sn on InSb, Bi2Te3, and PbTe . . . . . . . . . . . . . . . . . 8

III. OTHER POTENTIAL SUBSTRATES FOR
GROUP-IV X-ENES GROWTH . . . . . . . . . . . . . . . . . . . . 11
A. InSe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
B. CaF2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
C. Oxides . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1. LaAlO3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2. Al2O3(0001) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

D. Epitaxial graphene/SiC. . . . . . . . . . . . . . . . . . . . . . . . 13
IV. ADDITIONAL SYNTHESIS ROUTES BEYOND

EPITAXY. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
V. OUTLOOK AND CONCLUSIONS . . . . . . . . . . . . . . . . . . 15

I. INTRODUCTION

Since its isolation in 2004, graphene—a single atomic layer of car-
bon atoms bonded in a hexagonal lattice—has attracted enormous
attention both in academia and industry owing to its outstanding
properties.1,2 Notably, due to its superior charge carrier mobility and
monoatomic thickness, graphene has been proposed as a viable option
that could push performance of current information technology
beyond its traditional boundaries.3 However, the lack of a bandgap is a
significant problem that has so far hampered its integration in, for
instance, digital logic devices. Indeed, field effect transistors (FETs)
with a graphene-based channel exhibit poor switching capabilities or,
in other words, a low on-off current ratio, which in turn gives rise to
huge power consumption.4

In this scenario, graphene-like elemental group-IV materials
(also called group-IV X-enes), such as silicene,5,6 germanene,5,7,8 and
stanene,9,10 have been recently proposed as a potentially powerful
alternative11–17 (Fig. 1). Here, it is worth discussing from the onset the
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fundamental difference between graphene and the other group-IV ele-
mental two-dimensional (2D) materials. At ambient conditions (i.e.,
room temperature and pressure of 1 atm), the energetically most
favorable structure for C is the honeycomb structure (i.e., graphene or
graphite), where C atoms exhibit pure sp2 hybridization. As a conse-
quence, this structure is atomically flat. On the other hand, diamond,
with C atoms showing a sp3 character, is thermodynamically stable
only at very high pressures.21 When it comes to single layers of the
other group-IV elements, completely planar structures are not stable,
as they would suffer from imaginary phonon modes in a large part of
the Brillouin zone.5 The larger Si-Si or Ge-Ge bond lengths indeed
prevent Si or Ge to hybridize in a purely sp2 fashion. As a conse-
quence, in these single layers, Si or Ge has a mixed sp2-sp3 hybridiza-
tion that leads to a small buckling—i.e., a displacement of the atoms in
the out-of-plane direction. Theoretical calculations predict this buck-
ling to be of about 0.44 Å,5 0.64 Å,5 and 0.85 Å22 for free-standing sili-
cene, germanene, and stanene, respectively, as reported in Table I.

Interestingly, the buckled structure and the enhanced spin–orbit
coupling make this class of 2D materials topological insulators with
energy gaps of approximately 1.5meV,23 23.9meV,23 and 100meV,24

respectively for silicene, germanene, and stanene. The presence of
topologically nontrivial electronic states25–27 introduces a rich physics
and would possibly allow devices based on these materials to preserve

quantum information. Silicene-based spin-filters have also been sug-
gested.28 Furthermore, their structural buckling enables the bandgap
to be modulated when (i) applying an electric field perpendicular to
the plane,25 (ii) changing the degree of buckling by tuning the interac-
tion with the substrate,29–31 and (iii) introducing chemical32 or struc-
tural modifications (i.e., applying mechanical strain).33–35 However,
X-enes are much less stable in air than graphene and moreover do not
have a bulk counterpart from which they can be mechanically exfoli-
ated. Therefore, it is more challenging to fabricate them, and the major
synthesis approach has been epitaxial growth on solid surfaces in
ultrahigh vacuum (UHV) chambers. Suitable growth substrates will
act as a template, and thus will generally satisfy two criteria, that is,
hexagonal symmetry and a small lattice mismatch (Da) with the 2D

FIG. 1. Overview of graphene (left side) and group-IV X-enes (right side) main properties as reported in the text. Carrier mobility values are taken from Refs. 18–20.

TABLE I. Predicted values of lattice paramenter (a), buckling (d), and bandgap for
free-standing 2D low-buckled Si, Ge, and Sn.

a (Å) d (Å) Band gap (meV)

Si 3.835 0.445 1.523

Ge 3.975 0.645 23.923

Sn 4.6224 0.8522 10024
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overlayer. Thus far, the majority of experiments on the growth of
group-IV X-enes have been performed on metallic substrates. For
instance, silicene was first successfully synthesized by depositing sili-
con onto Ag(111),6,36–38 where the lattice mismatch is 0.94 Å. Later, it
was also synthesized through a similar process on Ru(0001)39 and
Ir(111)40 surfaces, or via segregation on top of ZrB2 thin films grown
on a Si(111) substrate.41,42 In the case of germanene, the condition of
lattice match with Ag(111) does not hold anymore, and besides, it is
known that Ge and Ag tend to form an Ag2Ge alloy on the surface.43

Therefore, following the considerations above regarding substrate
selection, germanene was first synthetized on Au(111)44 and Pt(111)45

and later on Al(111).46 More recently, germanene has been also suc-
cessfully synthesized on semimetallic Sb(111).47 When it comes to sta-
nene, ultraflat—i.e., “nonbuckled”—stanene has been grown on
Cu(111)30 and on Ag(111).48 The study reported in Ref. 30 is particu-
larly interesting, because it is an excellent example of how it is possible
to modify X-enes’ electronic properties by tuning the interaction with
the growth substrate. Indeed, when grown at room or higher tempera-
ture, stanene on copper exhibits a buckled structure; however, if
deposited at low temperature, it grows as an ultraflat sheet that conse-
quently modifies profoundly the electronic properties and gives rise to
topological states.

Although metallic surfaces are normally used as growth sub-
strates, the strong hybridization between metal’s and 2D layer’s elec-
tronic bands greatly affects both structural and electronic properties of
the 2D overlayer. For instance, the Dirac cone predicted for free-
standing X-enes is commonly absent when they are grown on met-
als,49 with Ca50 and Pb51 substrates being theoretically predicted to be
exceptions. More importantly, ruling out completely the formation of
alloys between metals and Si/Ge/Sn is not trivial, and controversial
reports indeed question the successful synthesis on metal sub-
strates.45–50 In addition, conductive substrates jeopardize integration
into microelectronic devices as they do not allow modulating the 2D
material’s Fermi level by electric gating. For this reason, and because
of their instability in air, there are presently only a few reports on elec-
tric devices based on this class of materials. The only example so far of
FET with a single layer of silicene as the channel was fabricated in
2015 and showed Dirac-like ambipolar charge transport at room tem-
perature in ambient conditions.52 Despite its short lifetime, the realiza-
tion of this device represents a milestone in the research field, as it
demonstrated the feasibility of fabricating working devices with
group-IV X-enes, and their potential to overcome graphene’s limita-
tions. The carrier mobility was �100 cm2 V�1 s�1 and, more impor-
tantly, the opening of a small bandgap was discussed. Later, FETs
based on less air-sensitive multilayer silicene were reported as well,53

providing an interesting pathway to stabilize the quickly degradable
single-layer silicene-FET.52 In this scenario, it is also worth noting that
silicene and germanene, differently from graphene and other classes of
2D materials, offer the prospect of full compatibility with the existing
semiconductor technology. Therefore, if high performance devices
were to be realized, the existing technology infrastructure, based
almost entirely on the processing of Si and to a lesser extent of Ge,
could easily be applied. Nevertheless, the study on X-enes is still in its
infancy, and if there are only a few studies on silicene-based devices,
the ones on germanene or stanene are even more rare.54

Therefore, growing X-enes on nonmetal and inert substrates is of
paramount importance in order to (i) gain more insights into their

intrinsic electronic properties and (ii) make easier the realization of
electronic devices. At this aim, the first important issue becomes to
identify the properties that such inert substrates should possess to
enable successful growth of X-enes. With these premises, here we first
review the state of the art of the recent progress achieved in the deposi-
tion of Si, Ge, and Sn on nonmetal substrates, with special attention to
the most compelling experimental findings that are supported by
atomic-scale structural characterization of the grown 2D sheet. In par-
ticular, we start focusing on hexagonal layered surfaces. These are very
promising growth substrates because their surface terminates with no
dangling bonds, and they are therefore expected to interact only
weakly with the ad-layer on top (i.e., van der Waals epitaxy).55–58 In
addition, some of them have considerable band gaps (1–6 eV), which
would enable direct realization of electrical devices without the need of
a postgrowth transfer step. As we will see however, layered substrates
bring many challenges, mainly due to possible intercalation of group-
IV atoms under the substrate top layer(s) during deposition. This has
led to an interesting yet unsettled debate, and to publications showing
similar results but with different interpretations. Next, we discuss those
nonmetal substrates that, although not layered, are still expected to
interact weakly with the growing 2D overlayer. Examples of this class
of materials are calcium difluoride (CaF2), lanthanum aluminate oxide
(LaAlO3, LAO), and sapphire (Al2O3). Theoretical predictions involv-
ing these substrates have been already reported, and some promising
preliminary experiments have been carried out as well. Yet, convincing
and thorough characterization of the structural and electronic proper-
ties of the grown 2D layers is still missing. In addition, we also look at
an alternative yet promising route for the synthesis of X-enes via
chemical modification of X-ene-based composites.

II. RECENT PROGRESS
A. Si and Ge on MoS2

Molybdenum disulfide (MoS2) is a semiconducting layered
material and probably the most noted compound among the family
of transition metal dichalcogenides.59,60 It has also been one of the
first substrates used to grow silicene,61 because, despite a smaller
lattice parameter (3.16 Å), it fulfills the requirement of hexagonal
symmetry and lack of dangling bonds on the surface that would be
required to preserve silicene electronic properties.61–63 MoS2 in its
bulk form is composed of stable S-Mo-S layers interacting with
each other via van der Waals forces. A first experimental result on
silicene epitaxy on a MoS2 substrate was reported by Chiappe
et al.,61 where Si was deposited through molecular beam epitaxy
(MBE) at 200 �C. Figure 2 summarizes the main findings of that
study. In particular, scanning tunneling microscopy (STM) data
revealed that Si atoms are indeed arranged in graphene-like nano-
domains with threefold symmetry. Surprisingly, despite a mismatch
as large as 20% between free-standing silicene and MoS2 and the
expected weak interaction between the substrate and ad-layer in the
van der Waals epitaxy growth mode, the authors claim to observe
Si domains having the same lattice constant of the MoS2 under-
neath. Density functional theory (DFT) calculations were used to
supplement the experimental results, and revealed a remarkable
buckling of the Si layer of about 2 Å, which is indeed in good agree-
ment with line profiles extracted from the STM data. Such a value,
quite large compared to those previously experimentally measured6

and theoretically predicted5 for low-buckled silicene structures,
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might have been the result of the remarkable shrinking of the Si
lattice induced by the substrate. Because the magnitude of buckling
largely influences the electronic band structure of silicene, the
authors performed scanning tunneling spectroscopy (STS) measure-
ments to gain insights into the electronic properties of the highly
strained silicene. Although some differences could be appreciated
when STS was performed on bare MoS2 or on Si-coated MoS2, unfor-
tunately STS experiments are very sensitive to tip-substrate interac-
tion in the case of layered materials and thus compelling conclusions
could not be drawn at that stage.61 To shed light onto the electronic
properties of the system, the same group later carried out also in situ
angle-resolved photoemission spectroscopy (ARPES) experiments
[Figs. 3(a)–3(d)]. A comparison of the valence band structure along
the high-symmetry K-C-K direction for the MoS2 substrate before
and after Si deposition illustrates that the silicene/MoS2 system is
metallic in character due to an accumulation of electrons at the inter-
face.64 It is worth pointing out that the information gained by the
ARPES data is relative to the topmost MoS2 layer because the inelas-
tic mean free path of electrons with the photon energy used for the
experiments (100 eV) was almost comparable to the thickness of a
single MoS2 layer.

Further experimental efforts were devoted to the fabrication of a
back-gated FET.64 A monolayer of silicon was deposited in vacuum
onto few layers of MoS2 previously exfoliated on a SiO2/Si

þþ substrate
and already contacted by Au/Ti electrodes. Afterward, a 5 nm-thick
film of Al2O3 was used as a capping layer to protect the 2D Si nano-
sheets against oxidation [Fig. 3(e)]. To better characterize the device
described above, its electrical behavior was compared with that of the
MoS2 FET. First, the admittance was measured. From the data col-
lected, the channel in the Si/MoS2 heterosheet FET started accumulat-
ing charges at lower bias with respect to the MoS2 FET taken as
reference. Furthermore, the capacitance curves exhibited a bias-
modulated stretch-out that could be explained as the interplay of the
two active interfaces (i.e., Si/MoS2 and MoS2/SiO2). The electrical
characteristics of the two devices are shown in Fig. 3(f). The two
devices showed different back gate voltage (Vbg) dependence in the
drain–source I-V (Ids-Vds) curves, indicating that the two devices had
different threshold voltage. The heterosheet FET showed a rigid back-
shift of threshold voltage at Vds values and an extra bias modulation.
Looking more into details, from the linear Ids-Vbg curve emerged a
double threshold. The physical meaning of this last feature is eluci-
dated by the transconductance (gm) plot in Fig. 3(g). In the case of

FIG. 2. Scanning tunneling microscopy characterization of Si nanosheets epitaxially grown on MoS2. (a) Clean MoS2 surface (V¼ 1 V, I¼ 0.7 nA); (b) MoS2 surface after
deposition of 0.8 ML of Si (V¼ 1 V, I¼ 0.7 nA). The contour delimits an uncovered portion of the MoS2 surface. Inset: Reflection high energy electron diffraction pattern dis-
playing the characteristic streaks. (c) Higher resolution image (V¼ 0.2 V, I¼ 2 nA) of a partially covered surface. (Below) Line profile taken across the gray arrow in the image
above showing a height difference of 5 Å. (d) Magnified topography of the area highlighted by the gray rectangle in (c) showing a hexagonal surface pattern, the periodicity of
which is extracted from the analysis of the self-correlation function. A sketch models the Si honeycomb structure. Reproduced with permission from Chiappe et al., Adv. Mater.
26, 2096 (2014). Copyright 2014 John Wiley and Sons.
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MoS2 FET the gm curve exhibited one peak while for Si-MoS2 FET the
profile is double peaked. Thus, in agreement with the admittance
response, the authors have concluded that two active channels are
formed at MoS2/SiO2 and Si/MoS2 interfaces. The conduction through
the Si nanosheets is neglected as the transconductance peak is compa-
rable with the MoS2/SiO2 channel and suggests a semiconducting
behavior rather than the expected metallic one of the silicene layer.
This can be due to the disconnection of different grains in the Si nano-
sheet surface that can compromise the overall electrical transport
properties. It cannot be excluded that the Al2O3 capping has no influ-
ence on the mobility of the Si/MoS2 interface, but the creation of a
conductive channel at the Si/MoS2 interface can be a direct conse-
quence of the Si-induced band bending and suggests n-type doping
due to the electron transfer in the topmost region of MoS2 induced by
the Si nanosheets. Silicene deposition has to be improved both in qual-
ity and size of layers in order to reach higher carrier mobility, but this
framework is a relevant starting point for the optimization and tuning
of van der Waals heterostructures for nano- and optoelectronic
applications.

Interestingly, Van Bremen et al.65 found experimental STM
results similar to those previously reported by Chiappe et al.61 but the
interpretations given in the two works are completely different.
Indeed, the formers65 claimed that, upon low rate deposition at room
temperature, Si intercalated between MoS2 instead of growing on top
of the substrate. This interpretation relies on the fact that after deposi-
tion of silicon onto MoS2, the surface showed hills-and-valley struc-
tures with the same lattice constant of 3.16 Å (parameter consistent

with the pristine MoS2). The transitions from hills to valley were grad-
ual and not step-like as it would be expected for islands epitaxially
grown on top of substrates. Moreover, the spectroscopy data showed
no particular differences in the I(V) over the different areas as well as a
uniform work function probed via spatial maps of dI/dz. X-ray photo-
electron spectroscopy (XPS) measurements were also performed on
the samples. The data revealed that upon Ar sputtering of the Si/MoS2
surface the signal from silicon increased instead of decreasing, oppo-
site to what expected in the case of islands sitting on top of the sub-
strate. From the experimental considerations above, van Bremen
et al.65 concluded that Si atoms intercalated between the MoS2 layers
rather than growing silicene islands on top of the substrate.

MoS2 has also been experimentally investigated as a growth sub-
strate for germanene.8 In this case, the deposition of Ge was performed
while keeping the substrate at room temperature. Ge atoms diffuse
onto the MoS2 surface and use defects in the substrate, such as vacan-
cies or lattice impurities,66,67 as nucleation points. At low coverage, the
2D Ge islands exhibit different shapes and sizes; yet they all show an
interesting hexagonal shaped vacancy in their center (Fig. 4).
Compared to what was observed in the case of 2D silicon nanosheets
grown on MoS2,

61 here the lattice parameter of the Ge islands does not
match that of the substrate, although is contracted of about 5% com-
pared to that of for free-standing germanene (3.8 Å and 3.97 Å respec-
tively). STS data collected at room temperature on bare MoS2 areas
showed the presence of a bandgap, whereas when acquired on the
islands revealed a well-defined V shape around zero bias [Fig. 4(d)],
which is characteristic of 2D Dirac systems. At full monolayer

FIG. 3. Valence band structure of (a) bare MoS2 and (b) MoS2 after Si deposition at 200 �C collected with a photon energy h�¼ 100 eV along the K-C-K reciprocal lattice
direction. (c) Bottom: Comparative line profiles of the valence band plots taken at the C point for bare MoS2 (black line) and after the growth of Si nanosheets (circles).
Top: Line profile in the vicinity of the Fermi level taken at the C point (left) and at k//¼ 0.72 Å�1 (right). (d) Schematic diagram of the electronic bands at the Si/MoS2 interface.
(e) Sketch of the fabrication process of the Si/MoS2 FET. (f) Admittance response of the Si/MoS2 FET. The capacitance-voltage (black line) and conductance-voltage (gray
circles) curves are shown. (g) Comparative transconductance gm plot as a function of gate bias derived at a source-drain voltage of 0.2 V. Gray lines are from the Si/MoS2
FET, while the black line from MoS2 FET. Reproduced with permission from Molle et al., Adv. Mater. Interfaces 3, 1500619 (2016). Copyright 2016 John Wiley and Sons.
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coverage, the lattice parameter of the Ge sheet still does not match that
of the MoS2 underneath, and the two lattices are aligned. Furthermore,
DFT calculations performed on islands laterally contracted by 5%
were used to support the experimental observations. The shape of
both germanene and MoS2 calculated density of states (DOS) is found
to be in very good agreement with the experiments, with the only dif-
ference being the position of the Fermi energy, which is shifted in the
calculated DOS of �0.3 eV toward higher energy, this implying n-type
doping of the system. This discrepancy could be explained by the pres-
ence of doping impurities or unsaturated defects in the sample. The
DFT calculations provided further details about the band structure of
the system, and revealed the presence of (i) p-bands close to the K
point, and (ii) two parabolic r bands close to U point. Unfortunately,
the observed large buckling of germanene leads to r-p charge transfer,
which would suppress the anomalous quantum Hall effect as well as
the 2D Dirac transport properties.

B. Si and Ge on Highly Oriented Pyrolytic Graphite
(HOPG)

Owing to a hexagonal symmetry and a surface free of dangling
bonds, highly oriented pyrolytic graphite (HOPG) is a promising can-
didate as a weakly interacting growth substrate for X-enes. Moreover,
it is chemically inert and expected to form no alloy intermixing with

either Si or Ge.68 In the past couple of years, the growth of silicene and
germanene on HOPG has been studied intensively, and much interest-
ing progress has very recently led to a stimulating debate.

In Ref. 69, silicon atoms were deposited on a HOPG kept at
room temperature in UHV conditions. High-purity silicon was evapo-
rated from a wafer at a nominal constant rate of 0.1nm/min (0.04
ML/min). Atomic force microscopy (AFM) investigations showed the
simultaneous presence on the sample of (i) 2D islands, (ii) areas of
uncovered HOPG, and (iii) three-dimensional (3D) clusters.
Atomically resolved STM data [Figs. 5(a)–5(c)] were used to provide
more insights into the structure of the obtained 2D islands, and
showed that these exhibit a small buckling of 0.5 Å, in good agreement
with the value expected for free-standing silicene.5,70 Furthermore, an
analysis of the Fourier transform reveals two hexagons rotated by 30�

with respect to each other. The outer hexagon is relative to HOPG,
corresponding to a lattice parameter of 2.46 0.1 Å, while the inner
one has a larger parameter, of 4.16 0.2 Å, which is close to the value
of 3.83 Å, theoretically predicted for free-standing silicene.5 The fact
that the values experimentally measured for the lattice parameter and
the out-of-plane buckling are so close to the ones theoretically pre-
dicted for free-standing silicene implies that silicene on HOPG is
unstrained. This is indeed expected for van der Waals epitaxy,55 and is
the signature of a weak interaction between the substrate and the

FIG. 4. (a) STM image of a germanene/MoS2 sample (V¼ 0.5 V and I¼ 0.3 nA). (b) A zoom-in on a bare MoS2 area. The STM image reveals a honeycomb structure with a
lattice constant of 3.156 0.2 Å, consistent with the MoS2 lattice parameter (V¼ 0.5 V, I¼ 0.3 nA). (c) A zoom-in on the large germanene island of panel (a) (V¼ 0.5 V and
I¼ 0.3 nA). (d) Differential conductivity recorded on a germanene island and on the MoS2 surface, black and red curve, respectively (V¼ 1 V and I¼ 0.3 nA). (e) Line profile
taken across the germanene island as indicated by the blue dashed line in (a). The apparent height of the germanene islands is �3.2 Å. (f) Line profile taken on top of the ger-
manene island indicated by the red dashed line in (a). The measured lattice constant of the germanene island corresponds to 3.86 0.2 Å. Reproduced with permission from
Zhang et al., Phys. Rev. Lett. 116, 256804 (2016). Copyright 2016 American Physical Society.
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ad-layer. Under this condition, silicene on HOPG is supposed to dis-
play its intrinsic electronic properties. STS performed at room temper-
ature on silicene areas indeed shows a metallic behavior with a finite
density of states at the Fermi level [Fig. 5(f)].

Similarly, in Ref. 71 the synthesis of germanene islands on
HOPG at room temperature is reported. Ge was deposited using an
e-beam evaporator at a rate of 0.7 ML/min. STM measurements
[Figs. 5(d) and 5(e)] showed a 2D layer with lattice parameter and
buckling, respectively, of 4.26 0.3 Å and 0.7 Å, values that closely
match those theoretically predicted for free-standing germanene, that
is 3.97 Å and 0.64 Å, respectively. As in the case of silicene on HOPG,
also for the case of germanene on HOPG the ad-layer seems to grow

unstrained, as expected with a substrate free of surface dangling
bonds.55 Similar to the case of silicon deposited on HOPG, also in this
case three-dimensional (3D) Ge clusters can be observed, suggesting a
competition between 2D and 3D growth. The structural and electronic
properties of the 2D Ge on HOPG obtained by DFT calculations are
consistent with the experimental findings. In particular, the islands
show the Dirac cone and a distinct charge transfer with the substrate
that are predicted by simulations and experimentally observed in STS
spectroscopy data [Fig. 5(g)].

The conclusions of Refs. 69 and 71 regarding the formation of
unstrained silicene and germanene on HOPG have been recently
rejected by another research group,72 after reproducing the same

FIG. 5. (a) STM image of a HOPG substrate after deposition of 1 ML of Si. The substrate was kept at room temperature during the evaporation. The ball-and-stick models
superimposed on the image represent the Si lattice (blue and red) and HOPG lattice (black). (V¼ 0.3 V, I¼ 0.3 nA). (b) Line profile recorded along the blue dashed line drawn
in (a). The red arrow indicates the height of the silicene layer with respect to the HOPG surface. (c) Line profile recorded along the solid black line drawn in (a) reveals a buck-
ling between silicon nearest neighbors of about 0.05 nm. (d) STM image of the bare graphite surface used as the substrate for germanene growth (V¼�0.106 V, I¼ 2.1 nA).
(e) STM image of the germanene island (V¼�0.860 V, I¼ 1 nA). On the images, ball-and-stick models showing the triangular (d) and the honeycomb (e) lattices are superim-
posed. (f) Top, I–V curve recorded on the silicene island on HOPG. Bottom, normalized differential conductance (V/I)�dI/dV calculated from the curve above related to the local
density of states. The red dotted line is the theoretical density of states for the system. (g) Left, calculated total DOS for germanene on graphite. Experimental (V/I)�dI/dV
recorded at room temperature on: (middle) a germanene island, (right) the HOPG substrate and (inset) on a Ge 3D cluster. The axis labels of the inset are the same as for the
main panel. Panels (a)–(c) and (f) reproduced with permission from De Crescenzi et al., ACS Nano 10, 11163 (2016). Copyright 2016 American Chemical Society. Panels (d),
(e), and (g) reproduced with permission from Persichetti et al., J. Phys. Chem. Lett. 7, 3246 (2016). Copyright 2016 American Chemical Society.
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experimental conditions. Notably, in Ref. 72 the authors proposed a
completely different interpretation of the results obtained from STM
measurements. The (�3 x �3)R30� honeycomb superstructure arising
after the deposition of Si or Ge atoms was observed around step edges
and Si/Ge clusters, while the majority of the atomically flat areas between
clusters exhibited the triangular lattice of the HOPG surface. From the
unreconstructed HOPG areas to the honeycomb superstructure areas,
the change in height (i.e., the slope of the line profile taken across an
area with the superstructure and one without) appeared to be smooth
and continuous, and not sharp and step-like as expected for the case of
silicene/germanene islands grown on top of HOPG. The observed super-
structures were always confined around step edges or clusters and
involved a breakdown in the lattice periodicity of graphite. Therefore,
the authors in Ref. 72 proposed that the observed superstructures result
from a long-range perturbation of the charge density in HOPG due to
electronic interferences between surface and scattered waves from
defects or clusters. Similar conditions were found after deposition of Pt
particles73 and creation of defects induced by Arþ bombardment.74

On the other hand, shortly after the publication of Ref. 72, a new
interesting analysis based on Raman spectroscopy75 supports instead
the formation of silicene on HOPG as concluded in Ref. 69. As shown
in Fig. 6, ex-situ Raman measurements collected on uncapped silicene/
HOPG samples feature a peak at 542.5 cm�1.75 Such a Raman peak is
different from that of all known Si configurations and therefore recog-
nized as an intrinsic mode of silicene. The reason why silicene’s
Raman features can be observed even though the sample has been
exposed to air, i.e., the reason why silicene is not oxidized, might be
the fact that silicene does not form on top of the graphite surface, but
between its layers. Indeed, in Ref. 76 Kupchak et al. have recently dem-
onstrated that Si intercalates under the topmost graphitic layer of
HOPG. This was proposed after analyzing height profiles taken over
bright-contrast areas in the STM images. In the case of silicene patch
grown on top of the HOPG substrate, a step-like behavior of the line
profile in conjunction with the silicene patch’s borders is expected.
Instead, the STM images reveal a smoother change in profiles, as the
height gradually degrades around the highest spot in the curve. This
interpretation probably resolves the doubts aroused in Ref. 72. High
magnification STM images show the coexistence of Si cluster and bub-
bles. Theoretical calculations have shown that the presence of defects
in the graphene layer lowers the energy barrier for Si penetration,77

allowing the Si-C atom exchange mechanism also at room tempera-
ture. To better understand the nature of these bubbles, i.e., protrusions
with an almost flat top, Raman measurements were performed [Fig.
6(c)]. The spectrum related to the pristine HOPG shows the char-
acteristic D and G Raman modes.78 After deposition of 1 ML of
Si, the Raman spectrum presents a predominant feature at
517 cm�1, consistent with sp3 hybridized Si nanoclusters.75

Additionally, a small feature arises around 538 cm�1.76 This res-
onance is close to the one previously reported by Castrucci
et al.75 at 542.5 cm�1 and recognized as a silicene nanosheet
mode on top of HOPG. In contrast with what reported by
Castrucci et al.,75 dramatic changes in D and G modes of HOPG
are observed in this study.76 The D and G resonances indeed
widen after the deposition of Si, as they are the result of different
contributions. In particular, the G band presents components
toward lower wavenumbers, while the D band intensity now
dominates over that of the G band. In order to understand these

observations, Kupchak et al.76 performed ab initio calculations. The
theoretical model is in agreement with the experimental STM
images and the Raman measurements, by considering the insertion
of Si atoms arranged as silicene underneath the outmost graphitic
layer. By modeling the tensile strain distribution of the C atoms, the
percentage varies between 0 and 4% of the bond length in free-
standing graphene. These strain values largely affect the vibrations
of the atoms and consequently also the Raman spectrum. Indeed,
the strain induces a longer lattice parameter and consequentially a
shift of the G band toward lower wavenumbers.

Nevertheless, the controversy and the opposite interpretations
highlight the need for more convincing results to shed light on the
growth of X-enes on HOPG, and in general on layered substrates.
Growing larger and more uniform silicene or germanene areas on
HOPG, for instance by tuning the growth conditions (i.e., substrate
temperature, evaporation rate), would be probably beneficial for
resolving this debate.

C. Sn on InSb, Bi2Te3, and PbTe

Very few experimental studies have been reported thus far on the
growth of stanene, and mostly are on metal surfaces such as Cu(111)30

and Ag(111).48 However, in the 1990s some MBE experiments might
have led to the synthesis of stanene-like structures on InSb(111),79

where the authors studied the growth modes and phase transitions of
a-Sn on the substrate by means of reflection high-energy electron dif-
fraction (RHEED) and Auger electron spectroscopy. However, no
atomic-scale characterization was provided at that time. Much more
recently, Xu and co-authors80 replicated that study by growing epitaxi-
ally stanene on the Sb-terminated InSb(111) surface, and by carrying
out RHEED and ARPES experiments. Their findings show that while
monolayer stanene on InSb(111) has a large bandgap of 0.44 eV,
bilayer stanene is instead a semimetal, as the bandgap is filled in by
InSb conduction band states. Nevertheless, the bandgap of 0.44 eV
measured for single-layer stanene makes the system stanene/InSb(111)
promising for quantum spin Hall applications even at room tempera-
ture, where the thermal energy kBT is 25meV.

In Ref. 9, an interesting work reports on the growth of stanene
on Bi2Te3(111). The substrate, either bulk single crystal or thin film,
was kept at RT during deposition of Sn via MBE. Figures 7(a)–7(c)
display STM images and atomic model of the system. The deposition
resulted in several layers of Sn with a constant spacing between layers
of about 0.356 0.02 nm. The ARPES measurements [Figs.
7(d)–7(k)] showed that the valence band of Bi2Te3 shifts to higher
energy with the Sn deposition, indicating electron transfer from the
ad-layer to the substrate. The lattice constant for the substrate is
4.383 Å,81 while for free-standing stanene it is expected to be 4.62 Å
from DFT calculations.24 This means that the substrate should apply
a compressive strain on stanene possibly leading to an increase in the
buckling from 0.85 to 1.09 Å. Theoretical models for different bind-
ing sites of stanene give similar results concerning the geometry of
the system, probably due to the weak interaction with the substrate.
The experimental results obtained in Ref. 9 are in agreement with
theoretical calculation. Indeed, the DFT model showed that the
valence band shifts upward resulting in a transition from topological
insulator to metal. Thus, it can be inferred that stanene under com-
pressive strain remains metallic.9 Nevertheless, it could still be possi-
ble to open a bandgap via chemical functionalization of stanene,
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which would then allow this system to host quantum spin Hall and
quantum anomalous Hall states.82,83

Besides the studies on InSb and Bi2Te3 surfaces, stanene has also
been successfully fabricated on PbTe(111)/Bi2Te3 substrates via
MBE.84 The quality of the film was monitored by RHEED and con-
firmed via STM characterization. Very interestingly, while bulk a–tin
is not superconductive, this study demonstrates that few-layer stanene
is indeed a superconductor.85 Figure 8(a) displays a sketch of the

structure of the system with trilayer Sn deposited on top of PbTe/
Bi2Te3/Si(111), with hydrogen atoms passivating the surface. Figure
8(b) shows that superconductivity emerges starting from bilayer sta-
nene, and the sample remains a superconductor even at a thickness of
20 Sn layers (NSn). It is also evident that the critical temperature (Tc)
increases with the number of Sn layers [Figs. 8(b) and 8(c)], as already
found for other ultrathin film systems.86,87 Besides, Tc also depends
strongly on the thickness of the PbTe buffer layer [Fig. 8(d)]. While it

FIG. 6. (a) Raman spectroscopy of three different regions of a HOPG sample after deposition of 1 ML of Si from Ref. 81: The black line shows the standard Raman modes of
bare graphite, while the red line shows the Raman modes at 510 cm�1, relative to silicon nanoclusters and at 520 cm�1 relative to bulk silicon. The green line shows the
Raman resonance at 520 cm�1. (b) Blow-up around 520 cm–1. The arrow shows the Raman mode at 542.5 cm�1 due to the silicene nanosheets on top of HOPG. (c) Raman
spectra of the clean HOPG surface (red curve) and the HOPG surface after 1 ML Si deposition at room temperature (green curve) from Ref. 82. The resonance of 3D silicon
is located at 517 cm�1 and a new peak is located at 538 cm�1, which is ascribed to silicene intercalated under the first graphitic layer. The G and D bands of HOPG are differ-
ent from the ones of clean HOPG due to strain experienced by the outermost graphitic layer after silicene nanosheet intercalation and the presence of graphite edges. (d) STM
image of the HOPG surface after the deposition of 1 ML of Si at room temperature. Lower panel: Height profile of the bubble taken along the yellow line in the above image
(V¼ 0.3 V, I¼ 0.4 nA). (e) Theoretical height of the outermost graphitic layer over the silicene nanostructure. Panels (a) and (b) reproduced with permission from Castrucci
et al., Nano Res. 11, 5879 (2018). Copyright 2018 Springer Nature. Panel (c)–(e) reproduced with permission from Kupchak et al., Nanoscale 11, 6145 (2019). Copyright 2019
Royal Society of Chemistry.
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FIG. 7. (a)–(c) Model of the atomic structure of 2D stanene on the Bi2Te3 (111). The green and orange balls represent the bottom and top Sn atoms, respectively. The
gray balls represent the surface Te atoms of the substrate. (a) Top view of the top Sn atoms. (b) Top view of both the top and bottom Sn atoms. (c) Side view. (d) and (e)
ARPES spectra of Bi2Te3 (111) (d) and stanene on Bi2Te3 (e) along the K–C–K direction. The orange dashed lines define the bulk band dispersions of Bi2Te3. The blue
dotted lines define the valence bands of stanene. “SS” marks the surface state and “CB” marks the conduction band of Bi2Te3, respectively. (f) Fermi surface mapping in
large momentum space. The red hexagons are the 2D Brillouin zones of stanene. (g) ARPES spectra along two momentum directions marked by yellow lines in (f). (h)
Sketch of the two light polarizations used in the experiments. (i) and (j) ARPES spectra taken under p-polarization (i) and s-polarization (j). White dotted lines mark the
valence bands of stanene. “VB” marks the valence band of Bi2Te3. (k) ARPES spectra along the C–M–C–K–M–K directions. Blue dotted lines represent the experimental
electronic bands of stanene, while the green dashed lines the valence band of Bi2Te3 (111). Reproduced with permission from Zhu et al., Nat. Mater. 14, 1020 (2015).
Copyright 2015 Springer Nature.
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seems that there is no dependence of Tc for stanene grown on less 6
PbTe layers, Tc doubles when the number of PbTe layers is larger
than 8. The authors explain this finding as due to variation in the den-
sity of states, as observed from ARPES experiments, and the release of
mechanical strain caused by the lattice mismatch with the substrate.88

Figure 8(e) indeed shows ARPES data of a trilayer stanene with
increasing number of PbTe layers (NPbTe), where two different valence
bands can be identified. One parabolic band below the Fermi level,
and one with linear dispersion with the two arms crossing the Fermi
level. When NPbTe increases, the two valence bands downshift due to
an enhancement in the electron transfer from PbTe buffer layer, and a
third band becomes visible around the Fermi level. There is therefore a
transformation of the trilayer stanene from a one-band to a two-band
system when it is grown on 10-layer PbTe or thicker. Theoretical cal-
culations supported the ARPES data and even showed an s-p band
inversion at U point resulting in a topologically nontrivial phase.83,89,90

This remarkable study hence opens to the possibility of integration of
topological insulator and superconductor in the same material owing
to the delicate dependence of Tc and NSn.

III. OTHER POTENTIAL SUBSTRATES FOR GROUP-IV
X-ENES GROWTH

In addition to the layered substrates discussed above, many other
possible suitable candidates for epitaxial growth of X-enes have been
discussed theoretically, and preliminary experimental data are also
available in some cases, but no conclusive structural characterization

of the grown 2D layer has been reported yet. Although these substrates
are not yet sufficiently studied, we believe they could lead to interesting
discoveries in the near future. Among those, the layered material InSe,
the insulating calcium difluoride (CaF2), the oxides LaAlO3 and Al2O3

and graphene on SiC have received particular interest.

A. InSe

Similar to HOPG and MoS2 mentioned earlier, InSe is a layered
material with the consecutive layers interacting among each other
through van der Waals forces; its bulk crystal is a direct bandgap semi-
conductor with anisotropic electronic properties and lattice constant
of about 4 Å.91,92 The lack of dangling bonds, the hexagonal symmetry
and a small lattice mismatch with silicene and germanene make it an
interesting candidate as a growth substrate for 2D group-IV materials.
First-principles calculations performed by Fan et al.93 show that both
silicene and germanene can be indeed stably formed on InSe, and that
their intrinsic electronic properties are largely preserved. Notably, sili-
cene (germanene) on InSe would display a Dirac-cone-like dispersion
with a bandgap of 141meV (149meV). A more interesting finding,
though, is the ultrahigh carrier mobility on the order of 105 cm2 V�1

s�1 that makes them extremely appealing for the realization of novel
electronic devices based on van der Waals heterostructures.

Since it has been recently reported that InSe thin films can be
exfoliated from bulk crystals and deposited on substrates such as sili-
con oxides, glass, or mica,94 it is reasonable to foresee that the first
attempts at growing silicene or germanene on it will soon appear.

FIG. 8. (a) Sketch of the Sn/PbTe/Bi2Te3 structure and the stanene lattice. (b) Normalized resistance of stanene with varying the number of Sn layers grown on PbTe (15
layers). (c) Tc as a function of the number of stanene layers (NSn). (d) Tc as a function of PbTe layers (NPbTe). The three data points of Tc in a row represent the temperatures
where the resistance drops to 1%, 50%, and 90% of the normal resistance (Rn). The Tc in the bulk b-Sn is 3.7 K. (e) Dependence of the band structure around the U-point for
trilayer stanene on the number of PbTe layers. Circles indicate the linearly dispersed valence band. Triangles indicate the width of the parabolic band around kk. Reproduced
with permission from Liao et al., Nat. Phys. 14, 344 (2018). Copyright 2018 Springer Nature.
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B. CaF2

Calcium difluoride is a ceramic widely used for the production of
mineral and organic fluorine-based chemicals and glass. Recently, it has
also been studied for growth of epitaxial thin films such as lithium fluo-
ride95 and for fabrication of ionic superconducting materials.96 Among
the diverse industrial applications, CaF2 is especially important in the
production of hydrofluoric acid (HF), because fluorite, i.e., the mineral
form of CaF2, is the most important source in this process. In the pro-
duction of HF, fluorite needs to be separated from the surrounding min-
erals through a front-floating technique as removal of fluorite in
flotation leads to the reduction of operating costs. This process is per-
formed in an aqueous environment, and therefore, the characterization
of fluorite surface in the presence of water is crucial for industries. For
this reason, many surface science groups worldwide have been studying
the CaF2 surface.

97–99 It is expected, however, that CaF2 could also be a
suitable substrate for the growth of silicene. Indeed, because of electro-
static reasons, the cleaved CaF2(111) surface terminates with a F�

layer,100 with the F� ions arranged in a triangular pattern with spacing
of 3.88 Å. This provides a lattice mismatch of only 0.5% with silicene.
From theoretical calculations, such little mismatch and consequent small
tensile strain do not affect the Dirac cone in silicene. Moreover, the
completely filled valence shell makes the CaF2(111) surface inert

101 and
a good candidate as a substrate for van der Waals epitaxy of ad-layers.55

Kokott et al.,63 by means of parameter-free DFT calculations, showed
that when silicene is formed on the CaF2(111) surface it has a buckling
of 0.43 Å, which opens up a small bandgap of 52meV, as reported in
Fig. 9. The distance between the substrate and silicene ad-layer is 2.70 Å,
suggesting the presence of weak van der Waals interaction. Although it
is a promising route, the experimental realization of silicene on CaF2 is
still lacking, yet highly desired. The large bandgap of the substrate would
prevent the study of silicene/CaF2 by means of STM; hence, AFM should
instead be used for the structural investigation of the system.

C. Oxides

As ideal growth substrates need to be inert in order to leave unal-
tered the 2D overlayer’s intrinsic electronic properties, oxides are of
course an attractive choice.

1. LaAlO3

Oxide lanthanum aluminate, LaAlO3 (LAO), is a notable
example. It has a high value of dielectric constant (j¼ 24), is ther-
modynamically stable, and hence does not intermix with, for
instance, silicon.102 A promising study on epitaxial growth of Si on
LAO substrates is reported in Ref. 103, where a single layer of Si is
deposited via MBE onto a LAO(111)–(2�3 � 2�3)R30� recon-
structed surface. The growth experiments were performed at differ-
ent substrate temperatures (i.e., 300 �C and 500 �C) and followed
using the RHEED technique. The RHEED pattern reported here in
Figs. 10(a)–10(f) shows both Kikuchi lines, connecting the bright
spots of the pattern, and integral streaks related to LAO(111) after
deposition. The combination of those two elements suggests that
the surface remains flat and that silicon grows as a two-dimensional
layer. The complementary XPS analysis [Figs. 10(g)–10(n)] revealed
no evolution in the spectra of O 1s and Al 2p peaks, suggesting that
the LAO crystalline structure is not modified and does not intermix
with Si, as expected due to the repulsion between Al and Si.104

Therefore, it is expected that only weak interaction is present
between the substrate and overlayer. Interestingly, the Si 2s core-
level XPS peak shows a higher energy component at 153.2 eV and a
lower one at 150.5 eV. The higher binding component is consistent
with the formation of Si-O bonds and its energetic position does not
shift when the substrate temperature changes, meaning that there is
no formation of other silicate compounds. On the other end, the
lower component is instead related to the formation of Si-Si bonds.
This component increases in intensity with the growth temperature,
suggesting a larger Si-Si formation on the LAO surface at 500 �C
than at 300 �C. These studies on LAO hold much promise for grow-
ing 2D silicon layers on insulating surfaces. Nevertheless, further
studies especially by means of scanning probe microscopy techni-
ques that are able to probe the atomic structure of the grown ad-
layer are required, since as of today the morphology of such samples
is not known. If structural studies were to confirm the presence of
2D silicon sheets, it would be then extremely interesting to investi-
gate their electronic properties, and compare them to related theo-
retical calculations.

FIG. 9. (a) Sketch of silicene adsorbed on a clean CaF2(111) surface. Si, Ca, and F atoms in blue, yellow, and red, respectively. (b) Calculated band structure of silicene adsorbed
on CaF2(111). The regions of the dense slab bands represent the projected bulk CaF2 band structures. The silicene bands are indicated by black lines. The red-dashed horizontal
line represents the Fermi level. Reproduced with permission from Kokott et al., J. Phys. Condens. Matter 26, 185002 (2014). Copyright 2014 Institute of Physics.
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2. Al2O3(0001)

A very recent work reports on the optical conductivity of ultra-
thin Si nanosheets grown on Al2O3(0001).

105 This is an interesting
choice of substrate because it exhibits a wide bandgap of 8.8 eV (Ref.
106) and the Dirac point of a silicene ad-layer is predicted to lie just in
the middle of this gap.107 Furthermore, theoretical calculations show
that silicene on Al2O3(0001) has a low-buckled structure.107 Two sets
of samples were investigated. The first one had a variable thickness of
the Si nanosheets ranging from 1.5 to 0.5 nm (VT), while the second
one had a constant thickness of 0.5 nm (CT). The chemical status of
as-grown Si nanosheets was characterized by in situ XPS experiments,
whereas the thickness was measured by ex-situ AFM measurements
after the samples had been capped with a 5 nm thick layer of amor-
phous Al2O3 in order to prevent air-induced oxidation [Fig. 11(a)]. By
knowing the refraction index of the substrate and measuring the opti-
cal transmittance T(x) of the samples, the authors eventually deter-
mined its optical conductivity r(x)¼ r1(x) þ ir2(x) and observed a
Dirac-like behavior in the infrared part of the conductivity spectra.
Indeed, in the sample with a constant thickness of 0.5nm (that is, a sil-
icene monolayer) r1(x) displays a behavior consistent with that pre-
dicted for a 2D layer of Si. The optical behavior of these samples is
summarized in Figs. 11(b)–11(e). Notably, the absorption spectra
show a peak at 1.4 eV in the infrared range, peak that then raises line-
arly around 3 eV up to the ultraviolet range. The same features are pre-
dicted by ab initio calculations for I and II interband transitions in
free-standing silicene.108–110 More interestingly, the conductance is
quantized and depends on the layer thickness, which is for instance a
characteristic of 2D Dirac fermions in graphene and thus suggests that
the deposited Si indeed grows in a 2D fashion. Although in the early
times the excitement about silicene was mainly due to the possibility
of realizing high-performance electrical devices, like field-effect tran-
sistors,52 the observation of Dirac-like optical conductivity might

trigger the interest toward a silicene-based photonics. Nonetheless, the
Raman spectra of these samples feature only the mode related to 3D
cubic silicon at 520.5 cm�1 [Fig. 11(f)].105 Hence, the absence of a
peak related to silicene, which should be at higher wavelengths, around
540 cm�1,75,76 might in fact cast doubt on the successful synthesis of
2D silicene on Al2O3(0001), which could be instead an ultrathin 3D
silicon film. Therefore, a deeper characterization of the structural
properties of the grown film, by means for instance of in situ
“noncontact” atomic force microscopy (on uncapped samples) or a
surface-sensitive diffraction technique, is highly desired.

D. Epitaxial graphene/SiC

As the passivation of SiC surfaces due to the epitaxial growth of
graphene has been intensively studied,111–114 and the Dirac cone fea-
ture of silicene and germanene on graphene surface is predicted to be
maintained,115 the G/SiC system may also be an adequate substrate to
grow group-IV X-enes. This possibility has been theoretically studied
by Matusalem and coworkers,116 where the slab method is used to
simulate the SiC substrate covered by graphene and silicene/germa-
nene/stanene as ad-layers. Using first-principles calculations, the
authors demonstrated that C-terminated SiC (000–1) covered by gra-
phene could be used as a substrate to epitaxially grow X-enes in gen-
eral with a low-buckled structure. The interaction between the
overlayer and substrate is indeed weak, leading to the maintenance of
the Dirac cone feature, even if small gaps are opened (96meV,
116meV, and 146meV for silicene, germanene, and stanene, respec-
tively). The presence of Dirac cones calls for an investigation of the
topological nature of the overlayers. Graphene affects the topological
behavior present in the free-standing group IV X-enes. For silicene,
which is the most strongly bound to graphene among the three, the
interaction is strong enough to destroy the topological character of the
system. For germanene, the charge transfer is really small toward

FIG. 10. RHEED pattern evolution, along the h112i azimuth (a)–(c) and h110i azimuth (d)–(f) for the clean LaAlO3 substrate (a) and (d), after deposition of 1 ML of Si at
300 �C (b) and (e) and 500 �C (c) and (f). XPS O 1s (g)–(i), Al 2p (j)–(l) and Si 2s (m) and (n) core level peak evolution on clean LaAlO3 (111) surface (g) and (j) after deposi-
tion of 1 ML of Si at 300 �C (h), (k), and (m) and at 500 �C (i), (l), and (n). Reproduced with permission from Ben Azzouz et al., J. Phys. Conf. Ser. 491, 012003 (2014).
Licensed under a Creative Commons Attribution (CC-BY-3.0) license.
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graphene and therefore, the topological properties are maintained. For
stanene instead, contradicting features are present;116,117 thus, the
appearance of topological behavior is still not clear.

Experimentally, however, Sone et al.118 attempted to grow 2D sil-
icon on graphene previously deposited on 6H-SiC (0001) but could
not succeed even if various substrate temperatures were employed.
Instead, they found nanometer-thick flower-like dendritic islands of
silicon when it was deposited with the substrate being in the tempera-
ture range 290–420K. Higher temperatures would instead lead to for-
mation of featureless clusters [Figs. 12(a)–12(e)].

On the other hand, it could be interesting to investigate the possi-
bility of intercalating Si/Ge/Sn under graphene grown on a SiC sub-
strate, as recently proposed for Si with graphene/Ru.119 In this way,
the corresponding X-ene would be protected from oxidation upon
reaction with air by the graphene top layer. Few studies go toward this
direction, but it is worth considering the study reported by Visikovskiy
et al.,120 where interface modifications due to the successful intercala-
tion of Si atoms between graphene and the underneath SiC substrate
were indeed shown [Figs. 12(f)–12(h)]. Along the same line, Si/Ge/Sn
could be intercalated under other 2D materials rather than graphene,
as it was recently demonstrated for the case of Si intercalated under
hexagonal boron nitride grown on ZrB2.

121 From an electronic struc-
ture perspective, no indication of interaction between the silicene layer

and the hexagonal boron nitride coating was observed, and silicene
was protected from oxidation upon exposure to air for a period of
time of at least 1 h.

IV. ADDITIONAL SYNTHESIS ROUTES BEYOND
EPITAXY

An alternative strategy for obtaining group-IV X-enes not
necessarily deposited on metal surfaces is through modification of
X-enes-based composites. Notable examples of such composites are
the layered Zintl phases such as calcium disilicide (CaSi2)

122 and
germanide (CaGe2).

54

CaSi2 consists of a puckered Si layer intercalated by Ca layers
(Fig. 13). ARPES maps of CaSi2 show a massless Dirac-cone at the k-
point in the Brillouin zone, which is however very far from the Fermi
level due to charge transfer to the Si layer from the Ca counter
ions.122 This strong effect of the external environment (i.e., the pres-
ence of the Ca layers) does not allow studying the intrinsic silicene
properties, not so different from the case of silicene grown on metals.
Therefore, to reduce the electrostatic interaction between Si and Ca
layers, Yaokawa et al. intercalated F ions into the system in order to
form ionic bonds between Ca and F.123 Through this process, the
authors obtained patches of bilayer silicene structures with a 2D

FIG. 11. (a) Si nanosheet thickness measured by AFM for the samples with variable (black dots) and constant (red triangles) nominal thickness, VT and CT, respectively. The
inset displays the schematics of the Al2O3-capped (green) VT sample showing the increasing silicon thickness (red) on the Al2O3(0001) substrate (blue). (b) Real part of the
optical conductivity r1(x) for five Si thicknesses: 0.5 (black), 1.5 (red), 3 (green), 5 (blue), and 7 nm (purple). (c) The absorption coefficient a(x) for the 0.5 and 1.5 nm thick
film (black and red curves), of the 25 nm-thick Si bulk reference (dashed-dotted blue line) and that of crystalline bulk silicon (dashed gray line). Black and red arrows point out
the transition for 0.5 and 1.5 nm, respectively. (d) Real part of the optical conductance G1(x) normalized to the universal optical conductance G0 for the 0.5 (black line) and
1.5 nm (red line) thickness Si nanosheets compared with single and two layers of graphene. (e) Optical spectral weight for the five thicknesses in (b) and for the 25 nm-thick
sample used as reference. (f) Raman spectra collected at various positions in the VT sample, showing the Raman mode of cubic Si at around 520 cm�1. Reproduced with per-
mission from Grazianetti et al., Nano Lett. 18, 7124 (2018). Copyright 2018 American Chemical Society.
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translation symmetry and a wavy morphology, where Si atoms show
tetrahedral coordination.

In a different study, Chen et al.54 used a two-step process to
obtain germanene from CaGe2. First, CaGe2 is turned into bulk ger-
manane (i.e., hydrogenated germanene) following the topotactic dein-
tercalation method in which H atoms replace Ca atoms, according to
the chemical reaction CaGe2þ 2HCl! 2GeHþ CaCl2.

124 In the sec-
ond step, germanane flakes are mechanically exfoliated onto SiO2 slabs
and then turned into germanene by thermal annealing. Interestingly,
while the germanane flakes show high resistance (sheet resistance

above 10 MX at room temperature), the annealed germanene has a
resistivity of �10�7 Xm, which is orders of magnitude lower than any
other allotrope of Ge. More interestingly, in the magneto transport
measurements, the authors also observe evidence of weak antilocaliza-
tion at low temperature and low magnetic fields, as the result of the
strong spin�orbit coupling expected in germanene.

V. OUTLOOK AND CONCLUSIONS

Silicene, germanene, and stanene are examples of synthetic ele-
mental 2D materials,125 meaning that there are no bulk analogs from

FIG. 12. STM images of the graphene surface after depositing 0.9 ML of Si at (a) 290, (b) 420, (c) 570, and (d) 720 K. The image size is 120� 120 nm2 (V¼ 2.0 V and
I¼ 0.1 nA). The inset in (a) is the corresponding low energy electron diffraction pattern, taken with an incident electron energy of 140 eV. (e) Temperature dependence of the
Si island density during the 0.9 ML Si deposition. The solid line is the fitting of the statistically meaningful data at 290, 420, and 520 K. (f)–(h) STM images of Si-intercalated
structures under graphene on SiC(0001) interfaces: (f) hexagonal “2� 2” interface, (g) rectangular (2�3� 4) and (h) (3� 3) interface. Panels (a)–(e) reproduced with permis-
sion from Sone et al., Jpn. J. Appl. Phys. 55, 035502 (2016). Copyright 2016 The Japan Society of Applied Physics. Panels (f)–(h) reproduced with permission from
Visikovskiy et al., Phys. Rev. B 94, 245421 (2016). Copyright 2016 American Physical Society.
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which they can be derived. Instead, they need to be synthesized via
physical and/or chemical processes that often require highly technical
skills and costly, specialized instrumentations. As a consequence, the
rate of progress in these materials is much slower than that of other
2D materials, which can be instead exfoliated from layered bulk sys-
tems, like for instance graphene (from graphite), transition metal
dichalcogenides, and hexagonal boron nitride. Furthermore, the inves-
tigation of their intrinsic electronic properties, crucial for further
advancing the field, is hampered by the metals that are usually used as
growth substrates, since they (i) strongly interact with the 2D ad-layer,
and (ii) do not allow for direct integration in electronic devices.
Besides, it is not trivial to exclude formation of surface alloys between
Si/Ge/Sn and a given metal substrate, which has even led to doubt the
formation of silicene and germanene on metals.126–131

In this context, successfully synthesizing these 2D materials on
“nonmetals” would therefore represent a certain breakthrough in the
field because these substrates are supposed to interact only weakly
with the 2D ad-layer, hence preserving its intrinsic electronic proper-
ties. Therefore, in this review we have focused on the synthesis
and characterization of silicene, germanene, and stanene on such
materials.

The first class of possible nonmetal substrate candidates that we
have considered is layered materials, such as MoS2, HOPG, Bi2Te3,
InSe, PbTe, and graphene because of their hexagonal symmetry and
lack of dangling bonds. They are ideal substrates for van der Waals
epitaxy;55–58 moreover, MoS2, Bi2Te3 and InSe, being semiconductors,
would enable direct fabrication of electronic devices. However, we also
pointed out that the layered structure of this type of substrates can in

FIG. 13. (a)–(c) Experimental (main panels) and simulated (insets) high-angle annular dark field scanning transmission electron micrographs of the bilayer silicene structure,
denoted as w-BLSi. (a) The [01]w-BLSi and [11]w-BLSi incident directions ([1-10]CaF2), (b) the [10]w-BLSi and [11-2]Si and CaF2 directions and (c) the [13]w-BLSi and [11-2]Si and CaF2

directions. (d) Schematic illustration of the w-BLSi atomic structure. (e)–(h) Schematic structures projected in each direction along [01], [13], [11], and [10] directions respec-
tively in (e), (f), (g), and (h). All scale bars 1 nm. Reproduced with permission from Yaokawa, et al., Nat. Commun. 7, 10657 (2016). Licensed under a Creative Commons
Attribution (CC-BY_4.0) license.
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fact be a serious problem, as the deposited Si/Ge/Sn atoms may diffuse
below the topmost layer(s) of the substrate and intercalate, thus mak-
ing the interpretation of the results extremely difficult. On the other
hand, intercalation of Si, Ge, or Sn and possibly the consequent forma-
tion of silicene, germanene, or stanene under another layered material
could actually represent an interesting opportunity worth investigat-
ing. Indeed, being formed under a coating layer, the X-enes could be
effectively protected from degradation in air, as Ref. 76 reports for the
case of silicene intercalated under the topmost graphitic layer of
HOPG. This growth process somewhat recalls the migration-
enhanced encapsulated growth technique that allowed stabilizing 2D
GaN under a graphene layer.132

Another insulating substrate that we have discussed is calcium
difluoride. It forms with silicene an almost lattice-matched system and
does not affect silicene’s Dirac cone; however, no experimental study
has been reported yet.

The last class of substrates that we have considered is oxides.
Indeed, owing to their large band gaps, they might be ideal substrates
as they would enable direct fabrication of electronic devices. As of
today, however, very few studies have focused on this class of sub-
strates and only preliminary results have been reported. Particularly
fascinating is the possible observation of quantized optical conduc-
tance depending on the thickness for silicon deposited on
Al2O3(0001). Yet, as we commented on the text, conclusive and deci-
sive proofs of successful growth are still unavailable.

Finally, we have also presented an alternative route to epitaxy on
solid surfaces. It consists instead of chemical modification of X-ene-
based composites, and we have reported examples of synthesis of sili-
cene and germanene.

In conclusion, as we show in this review, it is clear that the topic is
still in a truly early stage. Some experimental studies have been reported,
and although they show somewhat similar observations, the interpreta-
tion is often very different and the consequent debate is still unsettled.
Therefore, more efforts need to be devoted to realizing X-enes on non-
metal substrates with higher structural quality, and on a larger scale.
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Beton, Z. D. Kovalyuk, G. V. Lashkarev, Z. R. Kudrynskyi, and A. I. Dmitriev,
Adv. Mater. 25, 5714 (2013).

95S. Klumpp and H. Dabringhaus, Surf. Sci. 417, 323 (1998).
96L. N. Patro and K. Hariharan, Solid State Ionics 239, 41 (2013).
97Y. Foucaud, M. Badawi, L. O. Filippov, I. V. Filippova, and S. Lebègue,
J. Phys. Chem. B 122, 6829 (2018).

98G. Jordan and W. Rammensee, Surf. Sci. 371, 371 (1997).
99N. H. De Leeuw, J. A. Purton, S. C. Parker, G. W. Watson, and G. Kresse,
Surf. Sci. 452, 9 (2000).

100P. W. Tasker, J. Phys. C Solid State Phys. 12, 4977 (1979).
101K. Ueda, A. Takano, X. Yong-nian, Z. Kai-ming, and X. Xi, Jpn. J. Appl. Phys.

2, 134 (1989).
102X. B. Lu, X. Zhang, R. Huang, H. B. Lu, Z. H. Chen, W. F. Xiang, M. He, B. L.

Cheng, H. W. Zhou, X. P. Wang, C. Z. Wang, and B. Y. Nguyen, Appl. Phys.
Lett. 84, 2620 (2004).

103C. Ben Azzouz, A. Akremi, M. Derivaz, J. L. Bischoff, M. Zanouni, and D.
Dentel, J. Phys. Conf. Ser. 491, 012003 (2014).

104K. B. Jinesh, Y. Lamy, R. A. M. Wolters, J. H. Klootwijk, E. Tois, F.
Roozeboom, and W. F. A. Besling, Appl. Phys. Lett. 93, 192912 (2008).

105C. Grazianetti, S. De Rosa, C. Martella, P. Targa, D. Codegoni, P. Gori, O.
Pulci, A. Molle, and S. Lupi, Nano Lett. 18, 7124 (2018).

106R. H. French, J. Am. Ceram. Soc. 73, 477 (1990).
107M. X. Chen, Z. Zhong, and M. Weinert, Phys. Rev. B 94, 5409 (2016).
108L. Matthes, O. Pulci, and F. Bechstedt, New J. Phys. 16, 105007 (2014).
109F. Bechstedt, L. Matthes, P. Gori, and O. Pulci, Appl. Phys. Lett. 100, 2010

(2012).
110L. Matthes, P. Gori, O. Pulci, and F. Bechstedt, Phys. Rev. B: Condens. Matter

Mater. Phys. 87, 5438 (2013).
111D. Mayou, T. Li, J. Hass, A. N. Marchenkov, E. H. Conrad, P. N. First, W. A.
De Heer, C. Berger, X. Wu, N. Brown, C. Naud, X. Li, Z. Song, D. Mayou, T.
Li, J. Hass, A. N. Marchenkov, E. H. Conrad, P. N. First, and W. a De Heer,
Science 312, 1191 (2006).

112K. V. Emtsev, A. Bostwick, K. Horn, J. Jobst, G. L. Kellogg, L. Ley, J. L.
McChesney, T. Ohta, S. A. Reshanov, J. R€ohrl, E. Rotenberg, A. K.
Schmid, D. Waldmann, H. B. Weber, and T. Seyller, Nat. Mater. 8, 203
(2009).

113Y. Qi, S. H. Rhim, G. F. Sun, M. Weinert, and L. Li, Phys. Rev. Lett. 105,
085502 (2010).

Applied Physics Reviews REVIEW scitation.org/journal/are

Appl. Phys. Rev. 6, 041310 (2019); doi: 10.1063/1.5121276 6, 041310-18

VC Author(s) 2019



114J. Sforzini, L. Nemec, T. Denig, B. Stadtm€uller, T. L. Lee, C. Kumpf, S.
Soubatch, U. Starke, P. Rinke, V. Blum, F. C. Bocquet, and F. S. Tautz, Phys.
Rev. Lett. 114, 106804 (2015).

115Y. Cai, C. P. Chuu, C. M. Wei, and M. Y. Chou, Phys. Rev. B: Condens. Matter
Mater. Phys. 88, 245408 (2013).

116F. Matusalem, D. S. Koda, F. Bechstedt, M. Marques, and L. K. Teles, Sci. Rep.
7, 15700 (2017).

117R. Yu, X. L. Qi, A. Bernevig, Z. Fang, and X. Dai, Phys. Rev. B: Condens.
Matter Mater. Phys. 84, 075119 (2011).

118J. Sone, T. Yamagami, K. Nakatsuji, and H. Hirayama, Jpn. J. Appl. Phys. 55,
035502 (2016).

119G. Li, L. Zhang, W. Xu, J. Pan, S. Song, Y. Zhang, H. Zhou, Y. Wang, L. Bao,
Y.-Y. Zhang, S. Du, M. Ouyang, S. T. Pantelides, and H.-J. Gao, Adv. Mater.
30, 1804650 (2018).

120A. Visikovskiy, S. I. Kimoto, T. Kajiwara, M. Yoshimura, T. Iimori, F. Komori,
and S. Tanaka, Phys. Rev. B 94, 245421 (2016).

121F. B. Wiggers, A. Fleurence, K. Aoyagi, T. Yonezawa, Y. Yamada-Takamura,
H. Feng, J. Zhuang, Y. Du, A. Y. Kovalgin, and M. P. de Jong, 2D Mater. 6,
035001 (2019).

122E. Noguchi, K. Sugawara, R. Yaokawa, T. Hitosugi, H. Nakano, and T.
Takahashi, Adv. Mater. 27, 856 (2015).

123R. Yaokawa, T. Ohsuna, T. Morishita, Y. Hayasaka, M. J. S. Spencer, and H.
Nakano, Nat. Commun. 7, 10657 (2016).

124B. N. Madhushankar, A. Kaverzin, T. Giousis, G. Potsi, D. Gournis, P. Rudolf, G.
R. Blake, C. H. Van Der Wal, and B. J. Van Wees, 2D Mater. 4, 021009 (2017).

125A. J. Mannix, B. Kiraly, M. C. Hersam, and N. P. Guisinger, Nat. Rev. Chem.
1, 0014 (2017).

126M. Satta, P. Lacovig, N. Apostol, M. Dalmiglio, F. Orlando, L. Bignardi, H. Bana,
E. Travaglia, A. Baraldi, S. Lizzit, and R. Larciprete, Nanoscale 10, 7085 (2018).

127G. Pr�evot, R. Bernard, H. Cruguel, A. Curcella, M. Lazzeri, T. Leoni, L.
Masson, A. Ranguis, and Y. Borensztein, Phys. Status Solidi 253, 206 (2016).

128T. Shirai, T. Shirasawa, T. Hirahara, N. Fukui, T. Takahashi, and S. Hasegawa,
Phys. Rev. B 89, 241403 (2014).

129Y. Borensztein, A. Curcella, S. Royer, and G. Pr�evot, Phys. Rev. B 92, 155407
(2015).

130G. Pr�evot, R. Bernard, H. Cruguel, and Y. Borensztein, Appl. Phys. Lett. 105,
3106 (2014).

131C. S. Ho, S. Banerjee, M. Batzill, D. E. Beck, and B. E. Koel, Surf. Sci. 603, 1161
(2009).

132Z. Y. Al Balushi, K. Wang, R. K. Ghosh, R. A. Vil�a, S. M. Eichfeld, J. D. Caldwell,
X. Qin, Y. C. Lin, P. A. Desario, G. Stone, S. Subramanian, D. F. Paul, R. M.
Wallace, S. Datta, J. M. Redwing, and J. A. Robinson, Nat. Mater. 15, 1166 (2016).

Applied Physics Reviews REVIEW scitation.org/journal/are

Appl. Phys. Rev. 6, 041310 (2019); doi: 10.1063/1.5121276 6, 041310-19

VC Author(s) 2019



Paper II

M. Galbiati, L. Persichetti, P. Gori, O. Pulci, M. Bianchi,
L. Di Gaspare, J. Tersoff, C. Coletti, P. Hofmann, M. De

Seta, and L. Camilli.

Tuning the Doping of Epitaxial Graphene on a
Conventional Semiconductor via Substrate Surface
Reconstruction. Journal of Physical Chemistry Letters,

12, 1262-1267 (2021)

https://doi.org/10.1021/acs.jpclett.0c03649
https://doi.org/10.1021/acs.jpclett.0c03649


Tuning the Doping of Epitaxial Graphene on a Conventional
Semiconductor via Substrate Surface Reconstruction
Miriam Galbiati, Luca Persichetti,* Paola Gori,* Olivia Pulci, Marco Bianchi, Luciana Di Gaspare,
Jerry Tersoff, Camilla Coletti, Philip Hofmann, Monica De Seta, and Luca Camilli*

Cite This: J. Phys. Chem. Lett. 2021, 12, 1262−1267 Read Online

ACCESS Metrics & More Article Recommendations *sı Supporting Information

ABSTRACT: Combining scanning tunneling microscopy and angle-resolved photoemission
spectroscopy, we demonstrate how to tune the doping of epitaxial graphene from p to n by
exploiting the structural changes that occur spontaneously on the Ge surface upon thermal annealing.
Furthermore, using first-principle calculations, we build a model that successfully reproduces the
experimental observations. Since the ability to modify graphene electronic properties is of
fundamental importance when it comes to applications, our results provide an important contribution
toward the integration of graphene with conventional semiconductors.

I ntegrating graphene into conventional semiconductor
technology is expected to pave the way for the realization

of novel device architectures with compelling properties.1−3

The first experimental demonstrations of such devices include
infrared image sensor arrays,4 radio frequency gas sensors,5 and
vertical transistors for ultrahigh frequency operations.6

However, unlocking the true potential of these novel
architectures is possible only if complete control of the full
integration process is achieved. To this end, it is essential to
understand the structural and electronic properties of the
combined graphene/semiconductor substrate system.
Among conventional semiconductors of technological

relevance, germanium (Ge) is unique as a substrate for growth
of monolayer graphene.7 It has sufficient catalytic activity with
respect to the precursor gas, without a disruptive chemical
affinity for carbon (in contrast to Si). Consequently, the
graphene/Ge system has recently attracted a great deal of
interest both in materials science8−11 and device physics.12−14

Previous work has demonstrated that the Ge(001) surface
forms high-index facets upon graphene synthesis, making the
system unsuitable for further processing.12,15,16 In contrast,
such faceting does not occur for the Ge(110) surface,17,18

which can support growth of single-crystal graphene on wafer
scale.7,19−22

At present, the understanding of the graphene/Ge(110)
interface is largely limited to its morphology, while too little is
known of the electronic properties. It has been reported that
samples grown via chemical vapor deposition (CVD) feature a
hydrogen-passivated Ge surface23 (from now on, phase α),
and that upon annealing in vacuum above 350 °C, this surface
reconstructs into a novel (6 × 2) phase (phase β) after
hydrogen desorption.23−25 It has also been shown that further
in-vacuum annealing to temperatures closer to the Ge melting
point leads to additional structural modifications of the Ge

surface and possibly to the formation of stronger bonds
between graphene and Ge25 (hereinafter, we refer to this phase
obtained by post-growth high-temperature annealing as phase
γ). Yet, despite such morphological studies, nothing is
currently known about whether and how these structural
changes affect the system’s electronic properties. The reported
scanning tunneling spectroscopy (STS) studies have not been
conclusive,26 perhaps because that technique provides very
local information and tends to be mostly sensitive to states at
low k. Moreover, STS spectra appear to be largely dominated
by features coming from the Ge substrate in this system. Thus,
in order to obtain information on the band structure of the
whole system on a larger scale, we use angle-resolved
photoemission spectroscopy (ARPES), which has been
previously used to characterize phase γ27 as well as for a
sample where the phase was not determined.28 In addition,
high-temperature annealing drives in Ge the formation of
defects, such as vacancies, that are known to induce significant
electronic modifications in the Ge substrate.29−32 As a result of
the complex behavior and limited information, a compelling
theoretical picture has not been developed yet. Earlier attempts
to build models able to reproduce the experimental results
required the presence of an extraordinary high dopant
segregation.27

To bridge this gap, we present here a combined scanning
tunneling microscopy (STM) and ARPES study of all three
graphene/Ge(110) phases mentioned above. The annealing
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processes induce structural changes in the interface, and we
show that these in turn modify the interaction between
graphene and Ge. In particular, these changes affect graphene
doping, which is a crucial parameter for device applications.
Furthermore, we build a model that, accounting for the
presence of vacancies in Ge, successfully predicts the
experimentally measured electronic properties of the system.
Figure 1 shows STM images of the three different phases of

the graphene/Ge(110) interface, phases α, β, and γ. When the
sample is in phase α, it is possible to observe the terraces and
monatomic steps of the Ge substrate (Figure 1a). The
graphene film appears to be rippled, but the graphene lattice
can be clearly observed (Figure 1b). Upon annealing the
sample above 350 °C in ultrahigh vacuum (UHV), the H−Ge
bond is broken and the Ge surface reconstructs into phase β.24

The size of the phase β areas depends on the duration of the
annealing process. Therefore, phases α and β can coexist, as
shown in the STM image reported in Figure 1c. The occasional
protrusions in graphene, indicated by the arrows in Figure 1c,
are nanobubbles formed by trapped hydrogen molecules that
were formed upon rupture of the Ge−H bond.33 It can be
noticed that they are mainly located at the Ge step edges or at
the edges between areas of different phases. The atomically
resolved STM image in Figure 1d shows the unit cell of phase
β and the corresponding lattice vectors (a = 2.06 nm and b =
1.30 nm). Low-energy electron diffraction (LEED), Figure S2,
confirms the presence of the phase β, which gives rise to a
moire ́ pattern around graphene’s primary spots. Finally,
Figures 1e and 1f report characteristic STM images of phase
γ, i.e., after annealing the sample above 700 °C in UHV
conditions. This surface does not show the long-range order
characteristic of phase β anymore (Figure 1e). In fact, the Ge
terraces appear to be rough, with the atomic steps being hardly
recognizable. In Figure 1e, a step edge is highlighted by a dot-

dashed white line just to its right. The graphene lattice is still
clearly visible (Figure 1f); however, when the tunneling bias is
high enough, graphene becomes transparent and the Ge lattice
underneath can be imaged (inset of Figure 1f and Figure S3).
In particular, it is possible to observe that although the Ge
atoms are overall aligned along the [−110] direction (marked
by black arrow in the inset), many of them appear to be
displaced from their lattice site either in the in-plane or out-of-
plane direction. Additionally, the presence of several defects,
especially vacancies, can also be noticed.
In order to relate the above-mentioned morphological

changes to the electronic structure of the graphene/Ge
interface, we performed ARPES for the three different phases.
The measured dispersion, shown as photoemission intensity as
a function of binding energy and k, is given in Figure 2a−c,
with the upper (lower) panels of the figures showing data
collected perpendicular (parallel) to the Γ−K direction of the
graphene Brillouin zone. The crossing point of the linearly
dispersing π-band branches visible in Figure 2a−c defines the
position of the Dirac point (ED). By linear extrapolation (see
Experimental Methods in the Supporting Information), ED is
found at binding energy of 0.376 ± 0.018 eV above the Fermi
energy (EF) for phase α, indicating that graphene is p-doped.
Further information can be extracted from the momentum
distribution curve (MDC) line width, which provides insights
into the graphene integrity and its interaction with the
substrate. The MDC line width (fwhm) orthogonal to the Γ−
K direction and taken at 0.70 eV below the Fermi level is 0.153
± 0.002 Å−1. When phase α is annealed in vacuum above 350
°C and turns into phase β, a reduction in the doping level is
observed (Figure 3b). Indeed, ED is now very close to EF, at a
binding energy of 0.045 ± 0.005 eV. Thus, graphene is close to
an undoped state, indicating little charge transfer with the
substrate. Moreover, the MDC line width now measures 0.111

Figure 1. STM investigation of the graphene/Ge(110) interface for all the different phases. (a, b) STM images of phase α (V = −1.0 V and I = 0.8
nA in (a); V = 0.4 V and I = 1.0 nA in (b)). (c, d) STM images of phase β (V = −1.5 V and I = 0.8 nA in (c); V = −1.5 V and I = 0.3 nA in (d)).
(c) Coexistence of phases α and β. (d) High magnification image of phase β. In black, a and b indicate the unit cell vectors. (e, f) STM images of
phase γ (V = −1.2 V and I = 0.8 nA in (e); V = −0.5 V and I = 0.8 nA in (f)). Inset of (f): Atomic-resolution STM image showing the Ge substrate.
The black arrow marks the [−110] direction. Inset area is 5 × 5 nm2 (V = −1.2 V and I = 0.8 nA). Figure S1 in the Supporting Information shows
the fast fourier transform (FFT) of panel (b), (d), and (f).
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Å−1, a value almost 30% smaller than that of phase α,
indicating a weaker interaction between substrate and
graphene in phase β. This finding is rather interesting and
highlights the opportunity for controlling the graphene doping
and substrate interaction by suitable processing.
An additional modification of the electronic properties is

found for phase γ, i.e., after a high-temperature annealing of the
sample. In this case graphene is n-doped, with ED found at
0.478 ± 0.007 eV below EF. This experimental finding is

similar to other reported ARPES measurements performed on
graphene/Ge(110) after the sample was annealed at 800 °C in
vacuum.27 Previously, the best available explanation to the n-
type doping was surface segregation of Sb atoms (about 1
monolayer) upon the high-temperature annealing. Sb is
present as a dopant in the bulk of Ge also in our samples,
and from our STM images we note the bright patches that may
appear suggestive of regions of dopant segregations. However,
we rule out this interpretation as similar bright patches are seen

Figure 2. Photoemission intensity of the graphene/Ge(110) system in (a) phase α, (b) phase β, and (c) phase γ. The spectra were acquired along
the direction orthogonal to the Γ−K direction ((a−c) upper panels) and along the Γ−K direction ((a−c) lower panels) in the Brillouin zone, as
schematically shown in the inset in the middle panel in (a). Bottom row: sketch highlighting the graphene doping level in the three phases.

Figure 3. Constant binding energy cuts at 0.90 eV below the extrapolated Dirac point for phase α (left), phase β (middle), and phase γ (right). The
white arrows in the middle panel point to the position of two out of four replicas.
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also in the as-grown sample (compare Figure 1a and Figure
1e). For phase γ, the MDC line width is 0.148 ± 0.002 Å−1,
similar to that found for phase α and larger than that of phase
β. Thus, we can conclude that after the high-temperature
annealing, the graphene/Ge interaction is stronger than in
phase β, but graphene does not degrade because a poorer
structural quality would lead to a broadening in the MDC
spectral line width with respect to phase α. Furthermore, we
note the opening of a small band gap in graphene for phase γ
[Figure 2(c) and Figure S4], induced by the stronger
interaction with the substrate.25

The k-dependent photoemission intensity at a constant
energy of 0.90 eV below ED is shown in Figure 3 for phases α
(left), β (middle), and γ (right), respectively. For phase β, four
replicas around the K point (we mark two of them by white
arrows) can be observed along with the main Dirac cone.
These replicas are due to the superperiodic potential imposed
by the moire ́ of graphene and (6 × 2) Ge surface
reconstruction. Accordingly, the pattern from the replicas is
consistent with the LEED pattern of the corresponding sample
reported in Figure S2. Interestingly, we do not observe any
emerging minigaps at the crossing points of the replicas with
the graphene main cone, in contrast to what is found for the
case of, for instance, graphene/Ir(111).34,35 In particular, from
the analysis of the MDCs taken along kx close to the location
where the replica crosses the main cone, the intensity of the
spectral function does not vanish or decrease as expected in the
case of a minigap (see Figure S5). Furthermore, we notice that
the same constant binding energy cut shows no replicas for the
other two sample phases.
To gain more insights into the system, we have built a

theoretical model based on ab initio calculations to describe
phase α and phase γ (see Theoretical Methods in the
Supporting Information for more details), which represent
the two cases showing opposite doping of graphene. We do not
attempt modeling of phase β because of its large cell and
complexity.
Phase α is modeled by a 5-layer Ge(110) 3 × 5 slab, with

both surfaces saturated with H, and a graphene layer on top,
with a 4 × 8 periodicity in the rectangular supercell. The
geometry is depicted in Figure 4a. Phase γ is modeled by the
same supercell but without H atoms on the top of the Ge(110)

substrate (see Figure 4b). A key feature of our models is the
presence of a vacancy in the surface layer of the Ge substrate
(one vacancy in the 3 × 5 cell). The location of the vacancy is
highlighted by the black circle in Figure 4a,b (additionally, the
position of the missing Ge atom is also shown in Figures S6
and S7). As known in the literature,14,29−32 when Ge is
brought to high temperature (like the temperature used for
graphene growth), a spontaneous formation of vacancies
occurs, starting first at the surface and then spreading
throughout the bulk. This confers to the Ge wafer a p-doping
character regardless of the initial nominal doping. Indeed, by
performing Hall measurements on different bare Ge substrates,
which are nominally n-doped, we do measure p-type doping
after they have been annealed in H2/Ar atmosphere to the
same temperature used for graphene growth (Figure S8).
The electronic band structure obtained for phase α shows

that the Fermi level lies below the Dirac point, giving rise to p-
doping of graphene (Figure 4c). This is qualitatively in
agreement with the experiment reported in Figure 2a. To
corroborate our hypothesis about the presence of vacancies in
the Ge substrate, we have performed additional simulations
with (i) no vacancy and with (ii) a Sb atom replacing the
vacancy (Sb is the dopant nominally present in our Ge
substrate). Both calculations give a Fermi level above the Dirac
point, corresponding to n-doped graphene, thus at odds with
the experiment (see Table S1). Therefore, we believe that
thermally induced vacancies and not Sb segregation play a key
role in determining the doping seen in the experiment for
phase α.
Phase γ was simulated by removing the H atoms on the top

Ge(110) surface. In this case, we found several local minima in
energy after geometrical relaxation, in contrast to the single
energy minimum observed for phase α. While the most stable
structure is an ordered Ge(110) surface, the other minima
correspond to slightly disordered Ge surfaces (Figure 4b), with
a total energy within a few meV/(C atom) from the ordered
one. The occurrence of a disordered surface is in fact
supported by the STM images displayed in Figure 1e,f and
Figure S3. The electronic band structure of this disordered
phase is reported in Figure 4d, where we can see that the Fermi
level lies above the Dirac point. Hence, graphene is n-doped, in
agreement with the ARPES data (Figure 2c). Furthermore, we

Figure 4. 3D side-view of phase α with all dangling bonds being H-terminated (a) and of phase γ (b). Cyan denotes H atoms, violet Ge atoms, and
yellow C atoms. The black circles highlight the region where the vacancy has been introduced. (c, d) Corresponding calculated electronic band
structures around K with a total k range of 0.07 Å−1. Red dots represent graphene-derived states, whereas gray dots represent Ge or H states.
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stress that a similar result, that is, n-doped graphene, is
achieved when another disordered configuration of phase γ is
used, where the surface Ge atoms are intentionally disordered.
Instead, when an ordered Ge surface is used to simulate phase
γ, no agreement with the experiment is found (see Table S1).
Therefore, we believe that disorder in the Ge surface and not
Sb segregation plays a key role in determining the doping seen
in the experiment for phase γ.
These results highlight the richness of the graphene/

Ge(110) system and suggest that the experimentally observed
behavior reflects not only the role of Ge−H bonds but also of
Ge vacancies and disorder, all of which evolve with increasing
temperature.
In conclusion, through a combination of STM and ARPES

we have experimentally demonstrated that the electronic
properties of the graphene/Ge(110) system are significantly
modified by temperature-driven structural changes occurring at
the interface. Annealing processing can indeed be used to tune
the doping of graphene via modification of its interaction with
the Ge substrate. Notably, graphene is p-doped after CVD
growth, nearly intrinsic (undoped) upon annealing above 350
°C when the Ge surface rearranges into the 6 × 2
reconstruction, and then n-doped if the sample is annealed
above 700 °C. Starting from the STM observations we also
build a theoretical model that successfully reproduces the
ARPES experimental trend. Since a comprehensive under-
standing of the electronic properties of graphene/semi-
conductor interface is critical when it comes to applications,
our results provide an important contribution toward the
integration of graphene with conventional semiconductors.
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Abstract
The deposition of calcium fluoride (CaF2) on Si(111) at temperatures above 570 ◦C has been
studied with scanning tunneling microscopy. At such temperatures, triangular calcium fluoride
islands are formed both on terraces and along the phase domain boundaries of the (7 × 7)
reconstruction of the Si(111) substrate. In addition to the formation of islands, we observe that
CaF2 molecules react with the substrate inducing large areas of its surface to reconstruct into
(√3 × √3) and c(2 × 4) phases. Upon annealing at 600 ◦C, the abovementioned areas of
(√3 × √3) and c(2 × 4) turn into the stable (3 × 1) phase upon desorption of fluorine. Calcium
fluoride islands are stable at this temperature. Depositions of calcium fluoride performed with Si
substrate kept at higher temperature, namely at 680 ◦C, lead directly to the formation of (3 × 1)
phase due to the complete desorption of fluorine, without passing through the formation of the
metastable (√3 × √3) and c(2 × 4) phases. If CaF2/Si(111) is brought at even higher
temperatures, Ca also starts desorbing and the (7 × 7)-Si(111) reconstruction can eventually be
restored.

Keywords: CaF2, epitaxy, metastable reconstructions, scanning tunneling microscopy, Si(111)

(Some figures may appear in colour only in the online journal)

1. Introduction

The epitaxial growth of CaF2 on Si has received a great deal
of attention during the last decades [1–3]. Indeed, owing to
the large CaF2 band gap and its ability to grow homogen-
eously on Si, CaF2/Si represents a promising platform for
semiconductor-on-insulator devices and has been studied, for
example, in the context of resonant tunneling diodes [4–6].
Moreover, it has been proposed very recently as a suitable

∗
Author to whom any correspondence should be addressed.

substrate for the growth of silicene—a two-dimensional allo-
trope of silicon [7, 8]. Furthermore, due to the small lattice
mismatch of 0.6% at room temperature, the CaF2/Si(111) sys-
tem is also of importance when it comes to advancing our fun-
damental understanding of heteroepitaxial processes.

The structure and morphology of the surface formed upon
deposition of CaF2 onto Si(111) substrate changes dramatic-
ally depending on the substrate temperature during the depos-
ition. For example, a F:Ca ratio of 2:1 has been reported when
CaF2 is deposited at RT [9]. The CaF2 molecules dissociate
on the (7 × 7)-Si(111) surface [10, 11] and below 200 ◦C
temperature condition the (7× 7) reconstruction is maintained
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on the Si(111) surface. Moreover, core levels spectroscopy
measurements have reported the formation of both Si-F and
Si–Ca bonds [12, 13]. On the other hand, if CaF2/Si is annealed
after deposition or if CaF2 is deposited at higher substrate
temperatures, F:Ca ratio changes and becomes 1:1 for tem-
peratures above 550 ◦C [9, 14–16], indicating desorption of
fluorinated species. As a result, the morphology of the depos-
ited films is modified as well [9, 15, 17–20].

Despite the numerous studies already available in the liter-
ature, this topic is not exhausted yet. For example, it is still
unclear if preferential absorption sites for CaF2 molecules
exist on the (7× 7)-Si(111) surface. In addition, another issue
that is still debated is the nature of the point-like defects that
are often observedwith scanning tunnelingmicroscopy (STM)
on the epitaxially grown CaF2 islands. When CaF2 grows on
(7× 7)-Si(111) at high temperature, silicon surface below the
CaF2 film loses its reconstruction and turns into a (1 × 1)
phase. Earlier studies have concluded that the excess Si atoms
that are produced during this transformation remain at the
CaF/Si interface and eventually form characteristic point-like
defects [21, 22]. A recent study that combines STM and non-
contact atomic force microscopy experiments has instead pro-
posed a new explanation based on Si atoms leaving the surface
as SiFx, at least partially, at high temperature [13].

Furthermore, although it is known that deposition of cal-
cium fluoride at temperatures around 600 ◦C leads to form-
ation of (3 × 1) reconstruction due to desorption of F,
information is scarce about what happens to the Si surface
at slightly lower temperature, that is, just about at the onset
of F desorption. Most of the studies have focused more on
the growing CaF2 film rather than the surrounding Si surface
[9, 15, 17–20]. Some studies have reported low-energy elec-
tron diffraction (LEED) experiments performed on samples
in a broad temperature range [14, 15, 23]; however, LEED
only provides information on structures that are coherent over
a large area and therefore is not capable of investigating struc-
tures with sub-micron size. Thus, if the surface is not homo-
geneous, atomic details from small areas would remain hid-
den. Here, we use STM to make a comparative study between
(a) samples grown at 570 ◦C and then annealed in vacuum at
higher temperatures, and (b) samples directly grown at 680 ◦C.
From these observations we propose that just below 600 ◦C
the etching of some of the Si atoms and the consequent strain
induced to the surface lead to the formation of metastable Si
reconstructions, namely (√3× √3) and c(2× 4). These recon-
structions are stable when the sample is cooled down and can
therefore be imaged. However, when the sample is brought at
600 ◦C, they will turn into a Ca-induced stable (3 × 1) recon-
struction due to a significant desorption of F.

2. Method

Sample preparation and STM experiments were performed
under ultra-high-vacuum conditions with a base pressure bet-
ter than 10−10 mbar. B-doped p-type Si(111) samples were

prepared by direct current flash cycles above 1200 ◦C to form
the (7 × 7) reconstruction after an initial radiative annealing
at around 550 ◦C. The CaF2 pellet (99.9% fromMaTeck, Ger-
many) was loaded into a Mo crucible and deposited using
a QUAD-EV-C e-beam evaporator (Mantis LTD, UK). The
depositions were performed with power in the range 12–14W.
In all the experiments, Si was heated by direct current dur-
ing CaF2 deposition; the substrate temperatures stated herein
were measured using an optical pyrometer (emissivity 0.7).
CaF2 coverage was always less than 1 ML. The coverage was
evaluated a posteriori from STM images and using the flood-
ing function of WSxM software [24]; the deposition rates are
estimated to be around 0.01 ML min−1. STM and scanning
tunneling spectroscopy (STS) experiments were performed
using the LT-UHV Infinity System (Scienta Omicron GmbH,
Taunusstein, Germany) operated at <10 K. For STM, the bias
voltage is givenwith respect to the sample voltage. Chemically
etchedW tip was used for STMmeasurements. Data were ana-
lyzed using GWYDDION software [25]. STS measurements
were acquired via lock-in technique with 10 mV modulation
and frequency of 5893 Hz.

3. Results and discussion

Figure 1 shows the surface of a Si(111) sample after depos-
ition of 0.20 ML of CaF2 at 570 ◦C. The topography of
the surface is rather inhomogeneous. Indeed, the sample sur-
face exhibits three different types of regions: unreacted areas
of Si(111) showing the well-studied (7 × 7) reconstruction;
triangular-shaped islands of calcium fluoride; extended areas
of reacted Si(111), where the (7 × 7) reconstruction has been
lost. Concerning the islands, from figure 1(a) it is possible to
observe how they nucleate both on terraces and along the phase
boundaries (white dashed line in figure 1(a) marks one of the
phase boundaries as example). Regarding the region of reacted
Si(111), although it looks quite disordered, we can still pin-
point small patches showing the (√3× √3) and c(2× 4) recon-
structions (figures 1(c)–(e)), which are known to bemetastable
phases with a high atom density [26–28]. Since the surface
shows three different types of regions, it is noteworthy to high-
light differences with STS measurements. Indeed, figure 2
reports STS measurements on the sample grown at 570 ◦C.
The spectra acquired on the same type of region are consist-
ent with each other, while among the different regions the
spectra show some compelling qualitative differences. The
STS spectra taken on the unreacted (7 × 7)-Si(111) are in
agreement with previous work [29] that reports the opening
of a considerable gap when measurements are performed at
very low temperature (<10 K), as in our experiments. Both
reacted and unreacted Si areas show a small feature centered at
1.5 V (marked with dashed line), already observed for (7× 7)-
Si(111) [29]. This feature is instead absent in the CaF2 island.
The reacted Si also displays a peak at 2 V, undetected in
the unreacted area. Furthermore, at negative voltages both the
reacted Si and the CaF2 island exhibit a step-like rise from
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Figure 1. (a)–(c) STM images of sample after deposition of 0.20 ML of CaF2 at 570 ◦C showing the unreacted (7 × 7) and reacted
Si areas. The white dashed line in panel (a) marks one of the phase boundaries along which the CaF2 islands tend to nucleate.
(c) Blow-up of 25 × 12 N m2 rectangular area marked in the top-right corner in (b). The areas highlighted in light blue and
green represent patches of c(2 × 4) and (√3 × √3) reconstructions, respectively. Scale bar 200 nm (a), 10 nm (b). (d) Schematics of
(√3 × √3) and c(2 × 4) unit cell reconstruction. Si atoms of the unit cells of (√3 × √3) and c(2 × 4) phases are highlighted in green and
blue, respectively. (e) Line profiles taken on the STM image as indicated in panel (c). The periodicities of first-neighbor atoms are
consistent with those expected for the c(2 × 4) and (√3 × √3) reconstructions. (a) V = 3.0 V and I = 0.5 nA. (b) and (c) V = 3.0 V and
I = 0.6 nA.
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Figure 2. STS measurements recorded via lock-in technique on the three different types of regions on the sample where 0.20 ML of CaF2
was deposited at 570 ◦C on Si(111). Namely, the three regions are unreacted Si (black spectra), reacted Si (blue spectra) and a CaF2 island
(red spectra). Three spectra were acquired on three different spots within the same type of region, as indicated by the rectangular boxes in
the STM image. These spectra are vertically shifted by an arbitrary quantity for visualization purpose.

around −2 V. The CaF2 also features a rise at +2 V, in agree-
ment with previous work [30].

It would now be interesting to observe what happens when
the temperature is raised, as it is known that the higher the
temperature, the higher the probability of desorption of fluor-
ine, F, and fluorinated species, SiFx.

As seen in figures 3(a) and (b), upon annealing at 600 ◦C,
both the triangular-shaped CaF2 islands (marked with white
arrows in figure 3(a)) and the unreacted (7 × 7)-Si(111)
regions are apparently not affected and still clearly visible on
the surface. However, the areas previously covered by c(2× 4)
and (√3 × √3) reconstructions have disappeared, whereas the
(3 × 1) reconstruction is now observable. These observa-
tions suggest that the reacted Si areas showing c(2 × 4) and
(√3 × √3) reconstructions have turned into the stable (3 × 1)
reconstruction, which is known to form once F has desorbed
[10, 23]. Indeed, (3 × 1) reconstruction has been observed to
form also upon deposition of pure Ca atoms, and identified as
a mixture of (3 × 2) and c(6 × 2) reconstructions [31].

We speculate that just below 600 ◦C, F atoms starts combin-
ing with the substrate to form volatile SiFx species that desorb
from the surface [9, 13–16]. The removal of Si atoms is the key
factor that leads the surface to rearrange into the c(2 × 4) and
(√3 × √3) reconstructions. These reconstructions were also
observed for example for stepped Si surfaces or in the case
of Si/Ge epitaxial films [32, 33]. The appearance of the meta-
stable phases represents the onset of radical structural changes

of the substrate that will eventually lead to the formation of the
stable (3× 1) reconstruction at even higher temperatures once
the majority to all F atoms have desorbed.

To confirm that the (3 × 1) reconstruction is the stable
phase at high temperature (that is, above 600 ◦C), we report
in figures 3(c) and (d) STM images of a sample where CaF2
was deposited on Si(111) at 680 ◦C. These experiments reveal
the presence of large areas of clean (7 × 7)-Si(111) and large
areas of (3× 1) reconstruction. Interestingly, the CaF2 islands
are no longer visible. Thus, at these high temperatures, not
only the F atoms that had reacted with Si have left the sub-
strate surface, but also the F atoms within the calcium flu-
oride islands. Furthermore, it is worth noting here that the
(3 × 1) areas show several point-like defects (see for example
the bright spots in the STM images in figures 3(b) and (d)). In
the case of epitaxial CaF2 islands, similar bright spots were
ascribed to excess Si atoms due to the mass transport asso-
ciated to the transition (7 × 7) → (1 × 1) reconstruction
[21]. Similarly, due to the low atomic density of the (3 × 1)
reconstruction [31, 34], we hypothesize that the observed
bright spots in our STM images might be due to excess Si
atoms.

At even higher temperatures, namely above 700 ◦C, even
Ca starts to desorb from the surface, and the (7 × 7)-Si(111)
surface can be eventually restored. Figure 4 indeed shows
the sample in figure 1 after flash annealing at 1200 ◦C. Only
(7 × 7) areas can be observed on the surface.
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Figure 3. STM images of the samples after deposition of 0.20 ML of CaF2 at 570 ◦C and post-deposition annealing at 600 ◦C (a) and (b);
and after deposition of 0.60 ML of CaF2 at 680 ◦C (c) and (d). White arrows in panel (a) indicate the triangular shaped CaF2 islands. Scale
bars 200 nm (a), (c) and 10 nm (b), (d). V = 3.0 V and I = 0.2 nA (a), (b). (c) V = 2.5 V, I = 0.6 nA and (d) V = 2.5 V, I = 0.5 nA.

Figure 4. STM images of CaF2/Si after flash annealing at 1200 ◦C. The surface reveals only (7 × 7) areas. (a) V = −2.5 V and I = 0.5 nA.
Scale bar 50 nm. (b) V = 3.5 V and I = 0.15 nA. Scale bar 10 nm.
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4. Conclusions

We have reported an STM study of the CaF2/Si(111) sys-
tem. When CaF2 is deposited at 570 ◦C, the surface exhib-
its the coexistence of unreacted areas with (7 × 7)-Si(111),
triangular-shaped calcium fluoride islands and reacted areas
exhibiting small patches of (√3 × √3) and c(2 × 4) recon-
structions. When the sample is annealed in vacuum at higher
temperatures after growth, the metastable (√3 × √3) and
c(2 × 4) phases turn into the stable (3 × 1). CaF2 islands are
still observed. If CaF2 is instead deposited on Si at 680 ◦C,
most of F desorb from the surface and only areas of (3 × 1)
or (7 × 7) can be seen, while the triangular CaF2 islands
are not stable anymore. Annealing at even higher temper-
ature leads to desorption of Ca as well, and only (7 × 7)
reconstruction is observed on the surface after flash annealing
above 1200 ◦C.
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