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Preface
This PhD-thesis is written based on work carried out during the author’s PhD-project
in the ATOMICAR-group at the Department of Physics at the Technical University
of Denmark. The project was supervised by professor Peter Christian Kjærgaard
Vesborg and co-supervisor associate professor Christian Danvad Damsgaard.

It is the overall goal of the ATOMICAR-group to develop a device, which can
facilitate the discovery of nanoparticles with outstanding catalytic properties, and
the PhD-project of this author contributed to this development. This thesis reports
of work aimed at the development of a chip with arrays of cavities in which catalytic
processes can be monitored with ultrahigh sensitivity - an ATOMic Insight Cavity
Array Reactor (ATOMICAR). The author has mainly been concerned with the design,
fabrication and characterization of samples, on which the present ATOMICAR-design
is based.

During the project, preparations have been made to publish some of the insights
gained while developing the ATOMICAR-device, and the draft of an article is in-
cluded in the appendix of this thesis. It remains a draft (planned to be submitted
in February), as focus has been on technical progress rather than on scientific inves-
tigations of phenomena discovered during the project. In order to reflect this, the
thesis is structured as a guide to the prioritizations made in the design of the present
version of the ATOMICAR-device, and it describes and discusses how the device can
be build and used.

Kongens Lyngby, 14th December 2021

Hjalte Rørbech Ambjørner
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Abstract
The aim of much modern catalysis research is to develop new catalysts, which can
be utilized to convert excess green electricity to chemical energy. In pursuit of this
goal, the composition and configuration of catalytically active nanoparticles are op-
timized to obtain the ideal catalyst. However, with presently available methods, it
is not possible to measure the catalytic activity of single nanoparticles. Instead, the
chemical activity of ensembles of nanoparticles is investigated, making it difficult to
establish the true correlation between nanoparticle morphology and activity. If cata-
lysts with extraordinary activities exist within these investigated ensembles, it is not
likely that they will ever be discovered. Thus, there is a need for the development of
a tool with which the catalytic activity of single nanoparticles can be studied. This
thesis describes a new device consisting of a thin free-standing slab with arrays of elec-
tron transparent cavities sealed by sheets of few-layer-graphene. It is demonstrated
that the total internal pressure of such sealed cavities can be tracked through mea-
surements of the shape of the sealing membrane. Moreover, the partial pressures of
gasses captured in cavities of the new device can be monitored via electron energy
loss spectroscopy. Utilizing this, the catalytic activity of single nanoparticles can be
studied with the novel device, provided that the nanoparticles catalyze a pressure
altering reaction. Furthermore, the electron transparency of the cavities can be ex-
ploited to correlate the activity of investigated nanoparticles with their structural
characteristics. To enable studies of the catalytic activity of single nanoparticles, a
new method for isolating a single nanoparticle in a cavity has been developed. With
the device, presented in this thesis, the field of catalysis is gaining a tool, which
potentially can provide invaluable aid in the search for new catalytic nanoparticles
enabling the transition to a sustainable society.
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Resumé
Formålet med meget moderne katalyseforskning er at udvikle nye katalysatorer, som
kan bruges til at omdanne overskydende grøn elektricitet til kemisk energi. For at
nå det mål, bliver sammensætningen og konfigurationen af katalytisk aktive nanopar-
tikler optimeret for at opnå den ideelle katalysator. Med de nuværende tilgængelige
metoder er det dog ikke muligt at måle den katalytiske aktivitet af enkelte nanopartik-
ler. I stedet undersøges den kemiske aktivitet af ensembler af nanopartikler, hvilket
gør det vanskeligt at fastslå den sande sammenhæng mellem nanopartikelmorfologi
og aktivitet. Hvis der findes katalysatorer med ekstraordinære aktiviteter inden-
for disse undersøgte ensembler, er det ikke sandsynligt, at de nogensinde vil blive
opdaget. Der er således behov for udvikling af et værktøj, hvormed den katalytiske
aktivitet af enkelte nanopartikler kan studeres. Denne afhandling beskriver en ny
enhed bestående af en tynd fritstående plade med rækker af elektrongennemsigtige
kaviteter forseglet med ark af få-lags grafen. Det bliver demonstreret, at det to-
tale indre tryk af sådanne forseglede kaviteter kan spores gennem målinger af den
forseglende membrans form. Desuden kan partialtrykket af gasser fanget i kaviteter i
den nye enhed overvåges via elektron-energitabs-spektroskopi. Ved at udnytte dette
kan den katalytiske aktivitet af enkelte nanopartikler studeres med den nye enhed,
forudsat at nanopartiklerne katalyserer en trykændrende reaktion. Desuden kan elek-
trongennemsigtigheden af kaviterne udnyttes til at korrelere aktiviteten af undersøgte
nanopartikler med deres strukturelle karakteristika. For at muliggøre undersøgelser af
den katalytiske aktivitet af enkelte nanopartikler er der blevet udviklet en ny metode
til isolering af en enkelt nanopartikel i en kavitet. Med apparatet, præsenteret i denne
afhandling, får katalyseområdet et værktøj, som potentielt kan give uvurderlig hjælp
i søgen efter nye katalytiske nanopartikler, der muliggør overgangen til et bæredygtigt
samfund.
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CHAPTER1
Introduction

1.1 Motivation

1.1.1 The need for energy
In 2018, 79,801 people were employed within the Danish agricultural sector ([1]).
Despite this small number, the Danish Agriculture & Food Council stated in a report
from 2019 that the Danish food production can feed 15 million people ([2]). This
enormous surplus of food is an example of the general material wealth of the western
countries, in which the production of goods has skyrocketed the last centuries ([3]).
With the aid of machines and large energy reserves, the material wealth that can be
produced per person can reach astronomical scales. All over the globe, countries have
exploited this fact to increase the amount of wealth that can be distributed within
and across these nations. The benefits of this development are obvious, but the huge
consumption of energy that has accompanied it is problematic.

Today, the global energy consumption is primarily based on coal, oil, and gas ([4]).
Unfortunately, this use of resources risks the general stability of the climate due to the
impact of the derived emission of CO2 (and other green house gasses) on the climate
([5]). In response to this, there has been an increasing political demand for increased
energy efficiency and a shift to alternative energy sources. This is exemplified by the
Climate law of EU, which legally binds EU to become climate neutral by 2050 ([6]).
The shift to alternative energy resources is a necessity, if the material wealth is to be
sustained during such a transition.

Although the relationship between economic growth and energy consumption is
under debate in economic literature ([7]), it is not a purely economic or political
issue. Whenever a wheel turns or any work is carried out, energy is consumed. This
is a simple law of nature; the first law of thermodynamics ([8]). The specific size
of our society’s energy consumption is a political issue, but it is a fact of nature
that we need an energy source in order to sustain any material wealth. Accordingly,
the development of alternative energy sources is an important scientific task. Indeed,
there has been considerable technical progress during the last couple of decades, and as
a result of that, a greater part of our electrical energy stems from sustainable sources
such as solar- and windpower ([4]). Unfortunately, sustainable sources are nowhere
near our largest source of energy, and their intermittency prevents them from being
so (see the following section). When looking for disciplines of science, which could
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present further developments, the field of catalysis is an obvious candidate. With
catalysis, the speed of chemical reactions can be optimized and, as will be argued
below, some of the obstacles that hinders a transition to a sustainable society could
be overcome with efficient chemical synthesis of “green” fuels (used here as designating
fuels without an overall negative impact on the climate).

1.1.2 The role of catalysis and a new tool

Sustainable electricity has received much attention in the recent decades, but a tran-
sition to a global sustainable energy consumption is not likely to be achieved only
through carbon-neutral electricity. Commercial transportation is difficult to electrify,
and the chemical industry relies heavily on fossil fuels ([9]). Furthermore, the energy
production from important sustainable energy sources like solar- and windpower is
inherently unstable: electricity is only produced when the sun shines or the wind
blows. Different strategies have been suggested to address these challenges, but syn-
thesized green fuels would be able to solve all of the listed issues. By using excess
electrical power to store energy in chemical bonds (hydrogen, methane, methanol)
and synthesize important ([10]) chemicals, such as ammonia, the use of fossil fuels
could be phased out ([11]). This strategy of energy conversion is often referred to
as power-to-X (P2X ([11])), X being the product synthesized. Catalysis plays an
essential role in P2X, in fact it is the ”2” in P2X.

By definition, a catalyst is a compound that enhance the reaction rate of a chemical
reaction without itself being consumed ([10]). Catalysts are omnipresent both in
biological organisms and in the chemical industry, and the present importance is
difficult to overestimate. Catalysis is already an important factor in the refinement
of oils, just as it is in the mitigation of the environmental consequences of the use of
fossil fuels ([10]). The rate, at which synthetic fuels can be produced, is vital for the
success of P2X and the green energy transition. In order to meet the daily need for
energy and chemicals, catalysts must be utilized to enhance the reaction rate of the
chemical processes involved in P2X.

Since Earth is a bounded system, we only have limited amounts of steel and rare
earth elements for wind turbines, solar cells or other energy producing technologies.
This puts constraints on the amount of electrical energy that can, even potentially,
be produced. In ref. [12] Vesborg et al. concludes that it takes about 50 years of
dysprosium production to scale the energy production from wind turbines to a level
just comparable to the global consumption of energy. Technological innovations may
change this number, but the conclusion is the same; the amount of electrical energy
that we can produce is limited. As a result, P2X technologies must be energy efficient
in order to be able to produce enough products to fulfill the global need. If only a small
part of the electrical power, consumed by the P2X process, is used to produce the
desired product, the need for electricity increases. Since the total available electrical
energy is bounded, the resulting amounts of the product produced may not suffice.
Furthermore, the rate at which the product is formed determines the scale at which
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the P2X process has to take place to keep up with energy demand. Thereby energy
efficiency and reaction speed are important parameters for the applicability of the
synthesis of green fuels and chemicals. Since catalysts can enhance the reaction rate,
and thus the energy efficiency of chemical processes, it follows that the development
of P2X technologies is, in its essence, a matter of finding good catalysts.

Different types of catalysis exist, although this thesis will only focus on so-called
heterogeneous thermal catalysis (chemical reactions taking place on the surface of a
solid driven by thermal energy) for solid catalysts and gaseous reactants. The exclu-
sion of other subjects is not due to their lack of importance, but because this thesis
describes work aimed at the development of a new tool for the field of heterogeneous
thermal catalysis. Today, it is not possible to measure the catalytic performance of
single catalytic particles of relevant sizes. Instead, thousands of particles are charac-
terized with respect to their catalytic activity at the same time, and then the accu-
mulated catalytic performance is interpreted through structural and compositional
analysis of single particles. This is problematic as the catalytic performance differ
from particle to particle. Consequently, the field of catalysis aims at optimizing the
activity of single particles without monitoring it. Instead, the accumulated activity
of several particles is assumed to be representative for a single particle. This thesis
describes the partial development of a new tool, which could solve this problem. Be-
fore the concept of the tool is described in Section 1.3, the capabilities that such a
tool must have, as well as previous efforts to measure single particle catalysis will be
briefly introduced in the following section.

1.2 Background

1.2.1 What is catalysis?

As mentioned in the previous section, a catalyst is a compound that accelerates a
chemical reaction. Preferably, this is carried out with minimal loss of energy to
the production of unwanted byproducts. In Figure 1.1, the effect of a catalyst on a
chemical reaction is illustrated. The reaction with and without a catalyst is illustrated
for a reaction in which two reactants, A and B, form the products C and D. The
stippled line in Figure 1.1 marks the reaction path without a catalyst. It shows that
in order to progress from the energy state of the reactants to that of the products,
a large energy barrier has to be overcome (stippled line). As a result, abundant
amounts of energy must be supplied to the reactants, for their energy to be raised
above the energy barrier. Note that the energy landscape also describes the reaction
from the chemical species C and D to A and B. Consequently, a chemical equilibrium
is established, when A and B is converted to C and D at the same rate as the reverse
reaction takes place. A catalyst does not change the equilibrium concentrations of
chemical species, but it provides an alternative route for the reactants through the
energy landscape on its surface ([10]). Through this alternative route, the reaction can
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proceed faster, due to the lower energy barriers on the path, and chemical equilibrium
is reached faster. Catalysts are often composed of metals and are dispersed as small
particles on a support that either enhance the property of the catalysts or simply
acts as a carrier. The geometrical position, in which the catalytic reaction proceeds
on the surface of the catalyst, is defined as ”the active site”.

The relation between the reaction rate constant (determining the relationship
between concentration of reactants and chemical reaction rate), k, of a reaction and
an energy barrier height can be described by an Arrhenius equation ([10]):

k = ν (T ) e

(−Ea

kbT

)
, (1.1)

where ν is a prefactor dependent on temperature, T , kb is the Boltzmann constant, and
Ea is the activation energy, i.e. the energy barrier that reactants need to surmount
in order to be converted to products. This energy barrier is in transition state theory
the potential energy barrier for a single reaction step ([10]). Furthermore, catalysts
also control the amounts of undesired side products that the reactants can combine
to - a catalyst has a certain ”selectivity” . This has huge implications for the energy
efficiency of the reaction. Today, known catalysts cannot facilitate sufficiently energy
effective and fast synthesis of green fuels to meet the society’s needs. Therefore,
the present task for the field of catalysis is to identify new types of catalysts. If
these are to be identified experimentally, we need to look for catalytic particles with
outstanding catalytic activity and selectivity, i.e. measure the catalytic activity of
single particles, as argued in the following sections.

Figure 1.1. Sketch of the action of a catalyst on the energy landscape of a reaction between
the reactants A and B forming the products C and D. Without the catalyst, the reaction is
slowed by a high energy barrier (stippled line), but when the catalyst provides a modified
path with lower barriers, the reaction can run faster. Figure inspired by ref. [10]
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1.2.2 The task of modern catalysis

Modern catalysis is faced with a difficult task. Theoretical research has revealed
that the binding energy of reaction intermediates are not independent of each other,
e.g. the binding energies of CH, CH2, CH3 on transition metals are all linearly
dependent on the binding energy of a carbon atom ([13]). This relationship between
reaction intermediates is called scaling relations. The dependencies translate to free
energy paths ([14]), in which the intermediate steps of a reaction cannot independently
be optimized ([15]). Unfortunately, the scaling relations rarely allow for optimal
combination of bonding energies of intermediate reactants. The task is therefore to
find new types of sites for the catalytic reactions of interest ([15][16]). As a result of
this, immense work has been conducted in order to invent new catalysts that deviate
from common scaling relations, such that the optimal parameters for catalysis can be
achieved (e.g. : [17][18][19]).

A supplementary approach to the theory-guided invention of new catalysts, is to
measure the catalytic activity of single catalytic particles, and thereby gain insights
that could pave the way for the design of new catalysts. Prepared catalytic particles
often vary in both size and shape, and it is highly probable that they also deviate in
catalytic reactivity as a result of that. This is plausible as huge differences in catalytic
activities have been observed in studies where either the support of the particles,
the particles’ strain or composition have deliberately been tuned on ensemble level
([20]). Unfortunately, the methods used for measuring the catalytic activity suffer
from ensemble-averaging. The catalytic activity is measured as a collective property
of a huge number of particles, and this makes it impossible to identify particles
with outstanding catalytic properties. Furthermore, it is not possible to correlate the
activity and particle structure on particle level. By measuring on a single particle basis
this problem is avoided. Many different strategies have been employed in order to
measure the catalytic activity of single catalytic particles, including, but not limited
to, single-molecule fluorescence microscopy, electro-chemical scanning probes, and
surface plasmon resonance spectroscopy ([21]). Work representative for the different
approaches is reviewed below in Section 1.2.5. Before the state of the art of research
on single particle catalysis can be reviewed, the nature of modern catalysts has to be
briefly described. This description will then be used as a basis for evaluating to which
extent the state of the art can deliver the knowledge about single particle catalysis
that is needed.

1.2.3 The optimal catalyst is small

As described in the previous section, catalysis takes place at the surface of the catalyst,
and the size of the active site is comparable to the size of the reactants and products
(few atoms wide). This combined with the fact that catalytic metal particles are
faceted, due to the crystalline nature of metals, often makes the optimal catalytic
particle very small. Atoms bound in different facets experience a varying number
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of adjacent atoms, and especially atoms at transitions between facets are bound to
less neighboring atoms. This has huge implications for the reactivity of the different
atoms on the particle. Atoms with fewer neighboring atoms are more reactive ([22]),
meaning that they form stronger bonds with reactants. The strength of catalysts’
bond to reaction intermediates is often linearly related to the activation energy for
achieving these reaction intermediates. Such a linear relationship is referred to as a
Brønsted–Evans–Polanyi relation ([10]). As a result, the more energetically favorable
the final state of a reaction is compared to the initial state, the lower the activation
energy is, and the faster the reaction proceeds through the reaction step on the
catalyst. Reducing the size of the catalytic particles increases the percentage of atoms
with fewer neighboring atoms with the consequent higher percentage of reactive metal
atoms. However, there is a limit to how reactive the optimal catalytic particles are. If
the products are too strongly bound to the catalytic substrate, the products are more
likely be stuck at the surface, as described with a Brønsted–Evans–Polanyi relation
with a negative proportionality factor. Consequently, the effect of adsorption and
desorption need to be balanced in order to achieve the optimal catalyst ([22]). The
size of noble metal catalysts have been observed to influence the rate of product
formation in numerous different catalytic reactions ([23]). Notably gold, otherwise
regarded as inactive, becomes active for CO oxidation when organized in sufficiently
small particles ([24]).

From the above, it is clear that catalysts should be small to maximize catalytic
activity, but in addition to this scientific argument, there is also an economic reason
for reducing the size of catalysts. Catalysts often consist of expensive metals e.g.
palladium, rhodium and platinum ([10]). As a result, the optimal particle size is,
in general, small, due to the fact that catalysis takes place on the surface of the
catalyst (the surface area of the catalytic particle is increased compared to its mass,
when the diameter is reduced). For some reactions, it can be advantageous to reduce
the particle size below a few nanometers, and recently there has been much effort in
determining the reactivity of extremely small particle sizes ([25]). In these size ranges
the description of the catalyst as a metal breaks down, but for the sake of this work,
the important conclusion is that the optimal size of catalytic particles in general is
about 10 nm or even smaller ([23][25]). As catalysts essentially are nanoparticles
and the active sites are composed of a few atoms, a sub-atomic spatial resolution is
necessary to characterize the catalytic performance of catalysts. Another consequence
of the size of catalysts, is that it is difficult to isolate them from other catalysts once
an ensemble of catalysts have been synthesized. This is why single particle catalysis
measurements pose a difficult challenge. In addition to this, catalysts respond to
their environment. This in effect adds the additional requirement that a tool, made
to examine the catalytic activity of single particles must be able to facilitate the study
of the catalyst, while it catalyse a reaction. Experiments needs to be carried out in
situ.
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1.2.4 The catalysts respond to their surroundings

The environment surrounding a nanoparticle can have pronounced influence on the
shape of the particle. As an example of this, Cu particles dispersed on ZnO have
been shown to reversibly change shape at 220◦C, when they are alternately subjected
to gas atmospheres of either pure H2 or H2/H2O (3 : 1) at 1.5 mbar total pressure
([26]). The fact that the particle shape changes are reversible, underlines the need
for in situ studies. Since the shape changes are not permanent, they can only be
observed under the conditions that create them. Adsorption of gas molecules on a
crystal facet changes the surface energy of that facet, which in return affects the
equilibrium shape of the particle. This is of great importance of the catalytic activity,
as different particle shapes have different catalytic activities, due to the difference
in exposed facets and edges. The nature of the attachment of nanoparticles to their
support also depend the environment of the catalysts. At 5 mbar of H2/CO (95 : 5)
Cu particles show increased wetting of the ZnO support as compared to in a pure H2
atmosphere ([26]). In conclusion, the environment surrounding a nanoparticle can
affect the shape both through interaction with the support of the nanoparticle and
with the nanoparticle itself.

Even during a reaction, a variation in gas composition can induce morphological
changes in a catalytic particle. In 2014, Vendelbo et al. ([27]) presented images
of platinum particles’ oscillatory shape changes during CO oxidation in a plug-flow
reactor. They noted that the extent of the changing morphology depended on the
particle size and position, indicating that local gas compositions had a large effect
on the behaviour of the platinum particles. This is an example further emphasizing
the need for in situ studies. As the reaction itself alter the local environment of
the catalytic particle, which again affects the particle, the catalytic mechanism of a
particle is not always accurately represented in studies in which no reaction takes
place during measurement.

The fact that the temperature, pressure, and chemical species of the environment
of the catalyst changes the equilibrium particle shape can be understood by examining
the equilibrium coverage, θA, of a non-reacting species A on a surface:

θA = KApA

1 + KApA
KA (T ) = e

(−∆G◦

RT

)
. (1.2)

Here pa is the partial pressure of the species, and KA, the equilibrium constant,
depends on the temperature, T , and the energy gained or lost in the reaction of
adsorption, ∆G◦, via the gas constant, R. The higher the pressure, the higher the
coverage at a specific temperature. The higher the temperature, the lower the cover-
age of the species A (provided ∆G is negative). The coverage of the A species on a
surface changes the energy, γ, of that surface - the surface energy ([28]):
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γ = γsurface + θA · Eads

Aat
. (1.3)

Here γsurface is the energy of the surface without adsorbates, and Eads and Aat is the
energy associated with adsorption and the area of an atom on the surface, respectively.
The most stable configuration of a particle is the shape, which minimizes the surface
energy. Eads and γsurface can vary from crystal facet to crystal facet, and therefore
the most energetically favorable particle shape depends on the coverage of reactants
on the catalyst. Equation 1.2 and 1.3 indicates that in general, the conditions under
which catalysis takes place alters the performance of the catalyst through changes of
the particle. This phenomenon have been observed in a number of studies ([29]), and
single particle studies must seek to investigate catalysis at temperatures, pressures
and gas composition mimicking industrial relevant conditions.

The fact that reactions have to be studied while they proceed put high demands on
the equipment used to characterize the catalysts. It is very difficult to study catalysts
with sufficient spatial resolution at pressures close to ambient, and usually synthesis
of chemicals takes place at much higher pressures. Methanol is often perceived as an
attractive green fuel ([30]), but it is often synthesized at 200 − 300◦C and 3.5 − 10
MPa ([31]), making it difficult to study at the formation of methanol in situ at indus-
trially relevant conditions. Potentially, without the possibility to investigate catalysis
under high pressures and temperatures, the field of catalysis could miss important
information that could drive the development of new catalysts. As a consequence,
single particles studies should allow in situ studies at industrially relevant conditions.
In the following Section 1.2.5, the state of the art of single particle experiments will be
briefly reviewed. Here the focus is both on how single particles are studied, but also
on whether the conducted experiments potentially could be representative for catal-
ysis carried out under industrially relevant conditions. Furthermore, as described in
Section 1.2.3, the optimal particle size is small, and small particles need to be studied
if the dynamics of industrial synthesis is to be mimicked. Finally, sub-atom spatial
resolution is needed to study the active sites of catalysis.

1.2.5 State of the art
There have been many attempts to reveal the dynamics of catalysis at the single
nanoparticle level, and single-molecule fluorescence microscopy is a very popular ap-
proach. In 2008, Xu et al. ([32]) studied the conversion of resazurin to the fluorescent
resorufin over gold nanoparticles approximately 6 nm in diameter. The gold particles
were immobilized on a glass slide and exposed to the reactant molecules in a solution.
Fluorescent molecules were excited with a laser experiencing total internal reflection
on the backside of the glass slide. Small bursts of fluorescence were attributed to
single events of catalytic conversion of reactants, and the kinetics of the reaction was
studied as a function of reactant concentration. This study illustrates both the pros
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and cons with single molecule fluorescence microscopy. As the studied reaction itself
generates the signal, one can obtain unparalleled spatial resolution of the catalytic
reactivity and several particles can be investigated simultaneously. However, the
method requires the product to stay attached to the catalytic particle long enough
to be imaged, which limits the reaction conditions that can be studied. The particles
release product molecules into the same volume, if the particles are not isolated, and
thereby the location of the catalytic conversions can only be identified at very low
conversion rates. Finally, the particles cannot be examined with sufficient resolution
to relate catalytic performance with structural descriptors.

Some of these problems are addressed with great success with the design of a nano-
fluidic device by Levin et al. ([33]). In this design, silicon fabrication techniques were
used to create micro channels in an oxidized silicon wafer, and gold nanoparticles were
deposited with electron beam evaporation. Finally, the micro channels were sealed
by fusion bonding a pyrex lid to the structures. With this device, single nanoparticles
of different sizes (nm-range) could be studied under the same flow conditions. The
catalyzed reduction of fluorescein was studied on gold nanoparticles of different sizes,
and both the effect of reactant concentration and particle size could be investigated
for single particles not influencing each other. Another approach has recently been
employed to study the conversion of resazurin to the fluorescent resorufin on single
CdS nanoparticles ([34]). In this study, nanoparticles were immobilized on a glass
slide and isolated from each other in microwells by a PDMS sheet with cavities. Dif-
ferences in catalytic activity could be observed from microwell to microwell, and high
concentrations of reactants could be used as the method did not rely on single conver-
sions to be distinguishable. In both studies, the catalytic conversion was measured at
the single particle level and heterogeneity of nanoparticle activity could be observed.
While both studies are examples of clever engineering and experimental design, they
do not allow characterization of single nanoparticles with sufficient spatial resolution.
As the active sites are atomically small, such spatial resolution is needed to correlate
the impressively local measurement of catalytic activity with the structure of the
nanoparticle. This inhibits the knowledge that can be gained, if a promising single
particle is identified. In addition to this, it is not obvious how knowledge gained on
the catalysis of fluorescent molecules is applicable in the design of better catalyst for
e.g. methanol synthesis. While a lot of knowledge can be gained about the specific
processes studied, it is not clear whether these studies are representative of catalytic
processes carried out in industry. This is problematic, because, as described above,
the catalytic performance of particles is altered by process conditions, and therefore
knowledge gained for one process might not be relevant for other processes.

Instead of isolating nanoparticles from the surrounding environment, Lai et al.
([35]) limited the extent of the volume of the reactants to sizes smaller than the dis-
tance between their studied nanoparticles. Scanning electrochemical cell microscopy
was performed on particle level, by using a cone with two chambers connected through
a droplet of air-saturated electrolyte at the end. This imaging technique makes it pos-
sible to visualize and correlate the positions of nanoparticles with regions exhibiting
electrochemical activity. The conductivity between the two chambers was measured
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at different potentials while the droplet was scanned across platinum nanoparticles
(approximately 100 nm in size) dispersed on a long carbon nanotube situated on a
SiO2 surface. The current flow between probe and sample surface was measured and
related to the catalytic reaction of hydrogen evolution or oxygen reduction, depend-
ing on the potential of the scanning probe. The conductivity of the droplet changed,
when a platinum particle entered the electrolyte droplet, and in this way catalytic
activity was determined with approximately 1 micron spatial resolution and could
be correlated with nanoparticle positions. These nanoparticles could then be exam-
ined in a scanning electron microscope, and the relation between overall morphology
and activity could be discussed. This method makes it possible to measure relevant
electrochemical reactions on a single particle basis, which in itself is quite impres-
sive. Still, the nanoparticles were not examined with sufficient spatial resolution with
electron microscopes to reveal specific sites, all though scanning electron microscopy
images could give important information. If the experiment was carried out on an
electron transparent substrate, it would be possible to solve this issue. However, this
method does not allow for spatial in situ characterization of the nanoparticles, and
as a result this method can only reveal which appearance particles with outstanding
catalytic activities have, when no catalysis is taking place.

X-ray techniques can offer both compositional, chemical and structural informa-
tion about single nanoparticles at elevated temperatures and pressures ([21]). The
capabilities of X-rays techniques can be exemplified by a recent study, in which the
strain of the facets of a Pt60Rh40 particle (approximately 100 nm in diameter) was ex-
amined during CO oxidation at 700 K and 50 mbar (8 : 4 : 38 mixture of CO : O2 : Ar).
The strain changed during reaction, which via simulations was interpreted as a result
of migration of Rh to the surface of the particle. In this study, the particle was not
isolated from other particles and the activity was still investigated for the whole en-
semble of particles. In order to achieve information from single isolated nanoparticles
in a parallel manner appropriate reactors needs to be designed. Such a device has not
been designed yet, to this author’s knowledge, but it is not in principle impossible.
The spatial resolution is however few nano-meter for X-ray methods ([36]), making it
difficult to identify the reactive sites experimentally solely with X-ray techniques.

Other optical methods are also being developed to probe catalysis at the single
particle level. Single particle plasmonics is an example of that. The plasmon fre-
quency of small particles is very sensitive to the structural or chemical changes close
to the particle. This has been exploited to gain information about catalytic behaviour
on small length scales ([37]). Similarly, plasmon enhanced raman specroscopy is also
being developed to investigate single particle phenomena. However, the general prob-
lem for these two techniques is that the signal for single particles is very low. This
is often solved by so-called ”antennas”, larger structures with greater signal intensity
or other structures that enhance the signal in the neighborhood of the particles of
interest ([37][38]). The locality of the measurement is then dependent on the size
of these antennas or enhancers, and sufficient spatial resolution cannot be obtained.
If this problem was solved, these two optical methods could be combined with the
nano-fluidic device by Levin et al. ([33]) with isolated single nanoparticles. In this
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way, both the requirement that experiments should be carried out under relevant in
situ conditions and that characterization of the single nanoparticles should be carried
out with sub-atomic resolution would be met.

In 2021, a new approach to single particle catalysis was presented by Suchorski
et al. ([39]). In their study, in situ field electron microscopy was used to examine
hydrogen oxidation on different facets of a curved rhodium rod 650 nm in radius. The
investigations revealed facet depending catalytic rates, and the interaction between
different facets and reaction fronts. Using field ion microscopy, the ionized reaction
product H2O was used to visualize the reaction. The method can only be utilized
at low pressure (10−5 to 10−6 mbar in this study), as pressures approaching ambient
pressures will obscure signal collection. Furthermore, this method does not allow
investigation of the active sites with appropriate resolution.

With miniaturized flow-reactors, developed during the last decades, catalysts
can be studied in situ with atomic resolution in transmission electron microscopes
through electron transparent windows (e.g. [40][41][42]). This type of reactors have
been instrumental in investigations of the catalytic activity of nanoparticles (e.g.
[26][27][43][44]), and they will probably remain to be. Importantly, none of them
allows activity studies of single nanoparticles, and therefore they cannot solve the
scientific challenge described in this chapter.

The methods described in the previous can without doubt be combined in ways
in which they compensate each others pros and cons, thereby important insights can
be gained. Furthermore, experimental limitations can often be compensated for with
simulations to obtain knowledge enough to improve the performance of catalysts.
However, such studies have not yet solved the problem of finding new catalytic sites.
In this thesis, the development of a new tool, which can facilitate measurements of
single particle catalysis, is described. It is the hope that a finalized tool, will pave
the way for discoveries of important new catalytic sites.
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1.3 Aim of the study

To sum up, there is need for the development of a tool that can facilitate measure-
ments of the catalytic activity of single particles to reveal particles with outstanding
catalytic performance. In addition to this, the developed device should allow for a
subsequent characterization of promising particles, in order to identify active sites
responsible for the exceptional catalytic activity. As argued, characterization and
inspection of particles with atomic resolution is necessary, if new active sites are to
be found experimentally. Furthermore, catalytic measurements should be conducted
at temperatures and pressures representative for industrial conditions. The design
that is suggested by Prof. Peter Christian Kjærgaard Vesborg to fulfill this goal is
sketched on Figure 1.2.

Conceptually, the design is very simple. A slab with an array of cavities is used
as a carrier of the particles to be studied. In the cavities of the device, nanoparticles
are isolated from the environment by a membrane covering the front surface of the
slab. By insuring low coverage of particles on the surface of the device before sealing,
a single (to a few) particle(s) can be studied individually. In principle, reactants can
be introduced both during sealing of the cavities or subsequently, if the leak rates
are finite. The membrane, covering the cavities, will deflect in response to a pressure
change, and by tracking the shape of the membrane, the total conversion of reactants
to products can be studied for reactions that alters the pressure (methanol synthesis,
methanation, ammonia synthesis and many more). After the initial screening of the
catalytic performance, promising particles can be investigated with sub-atomic res-
olution with a transmission electron microscope through electron transparent cavity

Figure 1.2. Reactor for catalytic screening of single particle catalysts. Cavities with few
nanoparticles are sealed with a thin membrane, which bulges depending on the pressure
difference across the membrane. The strain of the membrane indicates the conversion of
products for reactions, in which the number of molecules changes during reaction. Spec-
troscopy can be employed to study the evolution of different gas species, while electron
transparent bottoms of the cavities facilitate sub-atomic spatial resolution.
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bottoms. The author of this thesis has been responsible for the design and fabrica-
tion of the slab, while other members of the ATOMICAR group have focused on the
development of the membrane and the transfer of the membrane to the slab. The
aim of this thesis, is to describe efforts by the author aimed at the realization of a
device such as that presented in Figure 1.2. In Chapter 2 of the thesis, the methods
used to characterize the devices produced are presented. Chapter 3 describes the
fabrication of the present version of the device, and its capabilities. ATOMICAR is
an abbreviation for Atomic Insight Cavity Array Reactor, and in this thesis, devices
based on the design shown in Figure 1.2 is referred to as an ”ATOMICAR-device”.
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CHAPTER2
Methodology

All of the features investigated in this thesis are too small to be visually inspected.
Nanoparticles are small, obviously, and so must the structures of the ATOMICAR-
design be (described in Section 3). As a result, a combination of optical microscopy,
Atomic Force Microscopy (AFM), Scanning Electron Microscopy (SEM), and Trans-
mission Electron Microscopy (TEM) have been employed to inspect and characterize
the surface, cross section and projection of the fabricated ATOMICAR-devices. The
following sections provide a theoretical background, sufficient for a discussion of the
data obtained with the listed microscopy techniques. Optical microscopy is not con-
sidered, as optical images often are intuitive to interpret. Electron microscopy is
first described, and then follows a section about AFM. Finally, cleanroom fabrica-
tion techniques used to construct ATOMICAR-devices are described. The sections
only describe the type of equipment used in the PhD-project, which forms the basis
of this thesis. The only exception is Section 2.4, which briefly sketches, how Few-
Layer-Graphene (FLG) can be transferred to a sample. As described in Chapter 3,
thin sheets of FLG are used to seal the ATOMICAR-devices, and superficial back-
ground knowledge about FLG-transfer techniques is necessary to understand, why the
ATOMICAR-devices are structured, as they are. During the PhD-project, Zhongli
Wang and Edwin Dollekamp (postdocs of the ATOMICAR-group) were responsible
for transferring sheets of FLG to ATOMICAR-devices. This chapter does not at all
exhaustively describe the capabilities of the equipment used. In an attempt to keep
the thesis relatively concise, the descriptions are kept brief.

2.1 Electron microscopy

The spatial resolution, δ, of a microscope is one of its most important characteris-
tics. For microscopes using radiation to generate images, the Rayleigh criterion ([45])
can be used to estimate the relation between resolution and the wavelength of the
radiation:

δ ∝ λ. (2.1)
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In this equation, λ is the wavelength of the radiation used for imaging (light/electrons).
By reducing the wavelength, the resolution can be improved. Every particle has an
associated wavelength, and this fact can be described by the de Broglie wavelength
([45]):

λ = h

p
, (2.2)

where h and p are Planck’s constant and the momentum, respectively. In conclusion,
the larger the momentum of the radiation, the better the resolution. Electrons are
charged particles, meaning that they can easily be accelerated. In electron micro-
scopes, the electrons are accelerated to high velocities (greater than half the speed of
light [45]) and the resulting resolution, determined by the electrons’ wavelength, is
smaller than atoms. In reality, the resolution of electron microscopes is not limited
by the wavelength of electrons, but by imperfections in the lenses used in electron
microscopy ([45]).

In electron microscopes, an electron gun delivers electrons to the condenser sys-
tem, which illuminates the sample of interest. There exist different types of electron
guns, but for both the SEM and TEM used for this thesis, the gun is a so-called
”Field Emission Gun” (FEG). A biased extractor anode in front of the FEG creates
a constant current of electrons emanating from sharpened tip of the FEG. Further
down the electron microscope column, a second anode accelerates the electrons to
the desired kinetic energy and associated wavelength ([45]). In the case of this work,
electrons are accelerated to 300 keV in the TEM and to energies between 10 keV and
30 keV in the SEM. After the electrons have been emitted from the electron gun,
subsequent electron lenses are used to control the total current in the electron beam
and the area of illumination on the sample. The manipulation of the electron trajec-
tories in electron microscopes can be understood through two equations (Lorentz and
Ampère’s law for a constant electric field) ([46][45]):

F = e(E + v × B)
∫

J · dA =
∮

H · dl. (2.3)

Here e is the elementary charge, E is the electric field, v is the velocity of the electrons,
B and H are the total magnetic field and the magnetic field without magnetization,
respectively, and J is current. The first equation states that the trajectory of electrons
can be controlled with either an electric field or by a magnetic field perpendicular
to the direction of motion of the electron. Electrical currents create magnetic fields,
as described by the second equation, and this is exploited to create electromagnetic
lenses. Electrostatic lenses are in general used to deflect the electron beam, whereas
magnetic fields are used to focus and diverge the beam.
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Figure 2.1. Illustration of the imaging of an arrow with electrons using an electromagnetic
lens. An arrow is positioned in the object plane of the lens and illuminated by electrons.
The electromagnetic lens then bends the trajectory of the transmitted electrons (green lines)
to create a magnified image of the arrow in the image plane. All electrons bend to the
same angle by the object (the arrow), are focused to the same point in the back-focal plane.
Figure based on ref. [45]

The action of a lens on the motion of electrons is sketched in Figure 2.1. In this
example, the electron lens creates a magnified image of an arrow positioned in the
object plane. The axis of symmetry of the lens is called the optical axis, and in Figure
2.1 it is indicated with a purple line. This axis needs to be aligned for subsequent
lenses, if the image of the object plane is to be mapped from one lens to the other
without distortions. An electron lens focuses electrons originating from a point in the
object plane to a point in the image plane, but during focus, all electrons travelling
from the object plane with the same angle to the optical axis pass the same point in
the back-focal plane. This is also shown in Figure 2.1. The plane in front of the lens,
at the same distance to the lens as the back-focal plane, is called the front-focal plane
(not drawn on Figure 2.1). This plane is very important for the illumination in the
TEM. The distances from object to lens (do), from image to lens ( di), and from lens
to focal plane (f) are not independent. These distances are related through the lens
equation ([45]):
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1
f

= 1
do

+ 1
di

. (2.4)

In practice, both do and di for the whole system of lenses are fixed in electron micro-
scopes, as the geometrical position of the electron gun and sample are fixed (if the
sample is required to be at a specific distance to the image forming lenses - called
eucentric height ([45])). The image plane of the first lens is then the object plane
of the next, and only f is actually controlled for each lens. Increasing the focusing
power of a lens reduces its focal length, and then the image of the object moves closer
to the lens, if the object is not moved. In this case, the image is demagnified ([45]):

Magnification = di

do
. (2.5)

Several lenses are combined in sequence to magnify or demagnify the electron beam
on the sample or the electron detector (in the case of the TEM). In SEMs, an objective
lens is used to focus the electron beam to a small spot on the sample, and different
detectors are used to collect electrons travelling back from the sample surface ([47]).
Conversely, in TEMs the transmitted signal is used to form images of the sample and
the electron detector(s) is/are mounted below the sample ([45]).

Both in SEMs and TEMs, it is important that the density of gas molecules is low
all the way down the microscope column. Otherwise, the beam electrons will scatter
on the gas molecules, and the microscopes’ ability to focus will deteriorate drastically.
The SEM used for this thesis is always operated with a pressure at the sample below
10−2 Pa, whereas the pressure at the sample is below 10−5 mbar, unless otherwise
specified, when the TEM is used.

2.1.1 Transmission Electron Microscopy
For this thesis, a FEI Titan 80-300 ETEM ([48]) was used. TEMs vary in construction,
but here, only this type of TEM is considered. The TEM is constructed, such that
gas can be led into the immediate surroundings of samples inserted into the TEM.
Pumps and apertures ensure that the gas pressure quickly drops outside the region
containing the sample, and in this way gas/electron beam interaction is minimized.
The cell, in which gas can be introduced, is called the E-cell (Environmental cell).
Note that this section is based on a manual provided by the microscope manufacturer
([49]).

A sample suited for TEM is thin. As the name suggests, images are formed by
the transmitted beam of electrons, and only the projection of the sample of interest is
examined in the TEM. Since electrons interact strongly with matter, TEM is mostly
useful for samples less than 100 nm thick ([45]). This is important for the construction
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of the ATOMICAR-design. The thinner the bottoms of the cavities are, the lower
the signal they create, the easier it will be to image nanoparticles in the cavities.
Furthermore, the total cavity depth should not exceed a few microns, otherwise the
total projected gas density will reach a magnitude, which prevents atomic resolution
([41]).

The quality of an image depends on the signal to noise ratio. The higher the
signal is above the noise floor, the easier it is to distinguish features in an image.
Therefore, the areal electron dose rate on the sample is a very important parameter
in the TEM, as it determines how fast a high quality image of the specimen can be
obtained. However, the highly energetic beam electrons inflict damage on the sample
illuminated and can even induce phenomena obscuring experiments conducted with
a TEM ([50]). On the other hand, sample drift can be problematic, if long exposure
times of the electron detectors are needed to obtain high quality data. These two
effects have to be balanced such that the integrity of the sample is sustained, while
the image acquisition time is minimized. In a TEM, the areal electron dose rate is
controlled through the total dose of the beam reaching the sample and the area of
illumination.

The total current of electrons illuminating the specimen is manipulated by chang-
ing the magnification of the electron beam on a diaphragm with a hole, called the
C2 aperture. Electrons that do not pass through the aperture are excluded from the
beam, as the diaphragm is too thick to allow electrons to be transmitted. The magni-
fication of the beam on the C2 aperture is determined by the parameters ”Gun lens”
and ”Spot size”, which correspond to focusing powers of lenses in the first part of
the condenser system (measured in arbitrary units from 1 to 8 and 11, respectively).
The higher the ”Gun lens” and ”Spot size”, the lower the beam current. Different C2
aperture sizes can be used to further change the total beam current.

The lenses below the C2 aperture control the width of the, ideally, circular beam
on the sample. In the TEM used for this thesis, two lenses (C2 and C3) above the
sample act in unison and their combined strengths determine the area on the sample
illuminated by the electron beam. The image plane of these two combined lenses
is aligned with the front focal plane of the objective lens, immediately above the
sample. As the object distance from the objective lens then becomes infinitely large,
see equation 2.4, the beam illuminates the sample with an almost parallel beam. This
is important, when the contrast in the final image is to be interpreted.

The objective lens is a so-called ”twin lens” - a split lens, in the middle of which
the sample is inserted. Besides being involved in the illumination of the sample, the
objective lens also focuses the electron beam transmitted through the sample. By
definition, focus is achieved, when all electrons originating from a specific point in
the object plane are collected in a point in the image plane, as described in the
previous section. If the objective lens could collect all electrons from the object
plane, no contrast would be visible in the final image. This is due to the fact that
contrast is created by differences in interaction between electron beam and sample.
As a consequence, an objective aperture is used to define and enhance contrast in the
final image. This aperture is inserted in the back-focal plane of the objective lens to
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exclude electrons scattered to specific angles.
As described in the previous section, electrons emerging from the object plane

of a lens with a specific angle to the optical axis are focused to the same point in
the back-focal plane. Therefore, an aperture positioned in the back-focal plane of
the objective lens effectively determines the scattering angles allowed for electrons
contributing to the final image. The thickness, mass, and crystallinity of a sample
determine the degree to which it scatters the electron beam. In this way, the objective
aperture can be used to create images of the sample thickness/mass or crystallinity.

Electron scattering is traditionally divided into two categories: elastic and inelastic
scattering. A scattering event is considered elastic, if beam electrons lose negligible
amounts of energy in the interaction with the sample. If the energy loss involved in
the scattering event is considerable, the scattering is inelastic. Although elastically
scattered electrons make up most of the transmitted beam (for thin samples), the
inelastically scattered electrons are very important for this thesis’ work, and will be
described in more detail in Section 2.1.1.1. However, since the elastically scattered and
unscattered electrons makes up most of the transmitted beam, images are often mainly
formed with these electrons. The two most important types of elastic scattering are
Bragg scattering and Rutherford scattering ([45]). Periodically appearing crystal
planes deflect electrons by characteristic angles described by Bragg’s law:

nλ = 2dsinθb, (2.6)

where n is an integer, λ is the wavelength of the electrons, d is the distance between the
crystal planes, and θb is the characteristic Bragg angle. Whereas, Bragg scattering
scatters to specific angles, Rutherford scattering scatters electrons to a continuum
of angles. The probability for Rutherford scattering is proportional to the atomic
number of the atoms (with a range of exponents): ∝ Z1−2. Logically, the more atoms
that the beam electrons have to pass, the more likely it is that the electrons interact
with the atoms of the sample. Thickness contrast and mass contrast are therefore
indistinguishably in images obtained with elastically scattered electrons. As a result,
the term ”mass-thickness” contrast is used.

Regions of greater mass or thickness, scatter electrons more, and by excluding
electrons, which are deflected above a specific angle, these heavier/thicker regions will
appear darker in the final image. Diffraction contrast is obtained in a similar way.
Crystalline specimens deflect electrons to characteristic angles, and if electrons with
these scattering angles are excluded from the final image, crystalline areas will appear
darker in the final image. The parallel illumination of the sample provides a constant
background to the deflection-related contrast, making contrast interpretation easier.

Contrast can be created in a third way. Exploiting the particle/wave-duality of
electrons, so-called phase contrast can be achieved. Electrons scattered by different
crystal facets will emerge from the sample with different angles and arrive in the
final image after travelling slightly different distances - with different phase shifts.
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If these waves of electrons are allowed to interfere in the image plane, interference
patterns will appear with periodic structures reflecting the distance between the crys-
tal facets ([45]). In this way, the area of a specific crystallinity can be identified.
Phase-contrast is used to image nanoparticles, as it reveals projected crystal struc-
ture. Images presented in this thesis do not contain noteworthy crystalline or high
resolution phase contrast. This is a consequence of the focus of this thesis, which is on
the ATOMICAR-design rather than the use of it to image single nanoparticles. How-
ever, during the project, these types of image formation have been used extensively,
and they are also described in this section to convey the capabilities of a TEM.

Another way to create large contrast in an image is to move the sample out of
focus. By moving the sample out of the object plane of the objective lens, or by
changing the objective plane position via a change in the lens strength, the image
will be misaligned with the next part of the TEM, the projector system. This final
part of the TEM magnifies the image from the objective lens and projects it to electron
detectors mounted at the bottom of the TEM (in imaging mode). Lenses in this part
of the TEM simply just work in unison to create different total magnifications. When
the image is out of focus, the contrast is delocalized compared to its origin making it
difficult to interpret. Furthermore, different interference phenomena can create new
structures ([45]). However, the new and delocalized contrast can be seen at lower
magnifications, and in combination with highly magnified focused images, defocused
images can give useful overviews of the sample. In order to find and locate single
nanoparticles on much larger electron transparent cavity bottoms, defocused images
are used in the work presented in this thesis.

Besides image mode (described above), the TEM has another operating mode,
diffraction mode. In diffraction mode, the back-focal plane of the objective lens is
the object plane of the projector system. The final image, in this imaging mode, is
not a real space image of the illuminated part of the sample, but an image of the
scattering angles that the illuminating beam has suffered upon interaction with the
sample. Such an image is highly useful, as characteristic crystal scattering can be
identified, but it also contains area-averaged information for Electron Energy Loss
Spectroscopy (EELS), introduced in the following section.

Electron detectors are used to collect and form digital images based on the trans-
mitted electron beam. These detectors mounted at the bottom of the microscope
column convert electrons impinging on their surface to currents that can be digitized.
The images presented in this thesis are acquired with a Gatan US1000 CCD camera.

2.1.1.1 Electron Energy Loss Spectroscopy in the TEM

In EELS, the energy losses of the transmitted beam electrons are measured. Sample
thickness and atomic composition determine the frequency of the specific energy losses,
and therefore important sample characteristics can be derived from EELS. In this
thesis, EELS is used to track the partial pressure of gasses captured inside sealed
cavities and to assess the thickness of the electron transparent cavity bottoms.
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The probability of inelastic scattering with a specific resulting energy loss can be
described with a scattering cross section, σ (E) , which is the probability of scattering
with the consequent energy loss E per projected areal density of atoms in the sample.
Depending on the atomic species present in the sample, σ (E) shows distinct features,
from which both information about atomic bonding and composition can be deter-
mined. The magnitude of the total scattering cross section also contains valuable
information. Since beam electrons have kinetic energies much larger than the energy
losses associated with common inelastic scattering events and because angular de-
flections are small, successive scattering events are often assumed to be independent.
Based on this assumption, Poisson statistics can be used to describe the probability
that a beam electron does not scatter inelastically while passing through the sample:

I0 = Itotale
−

t

λ , (2.7)

where t is the sample thickness, and λ is the mean distance travelled by beam electrons
between scattering events, the mean free path (λ = 1/σρ, ρ being the density of atoms).
Via this equation, a measurement of the total electron beam current and the amount
of unscattered or elastically scattered electrons is an indirect measure of the sample
thickness in terms of the mean free path. This and the fact that the mean free path
easily can be found from reference measurements or theoretical models, make EELS
a very strong tool for characterization of thin samples.

Electrons bound in the sample can be regarded as either valence- or core-electrons.
Simply put, atomic bonding is a result of the sharing of electrons between adjacent
atoms. These shared electrons, called valence-electrons, are not tightly bound to
the specific atoms, and therefore they can be excited to do collective oscillations,
called plasmons ([51]). In fact, energy losses associated with plasmon excitation are
the most common, and σ (E) peaks at a characteristic energy called the ”plasmon
energy”. This energy is dependent on the density of valence electrons, and therefore
it is not unique for specific samples. In the work related to this thesis, the plasmon
losses are not analyzed directly, and therefore this type of energy loss will not be
described further here.

The term ”core-electrons” is used to describe electrons tightly bound to specific
atoms. This type of electrons has binding energies specific to the atom that they are
bound to. As quantum mechanics taught us, bound electrons only exist in quantized
energy states, and transitions between different bound states can only happen, if the
electrons receive energy quanta as large as the difference in energy between the states.
A result of this fact is that EELS measurements will contain distinct features, if e.g.
oxygen is present in the sample. In this way, the composition of the sample can be
investigated by the use of EELS.

The scattering cross section for exciting the strongest bound oxygen (K-shell)
electron has an onset at 532 eV ([52]), below which no excitation can happen. This
is due to the fact that there are no available empty states accessible for the K-shell
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electron with lower energies (relative to the K-shell energy). Above the onset of
core loss scattering, the scattering cross section takes on a shape depending on the
bonding configuration of the atomic species scattered upon. The first unoccupied
states that the core electron can be excited to are its valence states, which have
energies depending on the atomic bonding configurations. Consequently, the initial
part of the loss spectrum from core-losses can then be used to identify chemical
configurations. The higher the energy the core electron is excited to, the closer it
gets to become an unbound electron. Most core-loss excitations have an approximate
saw-tooth like shape. A sharp onset and then a decreasing intensity ([51]).

If electrons are only scattered once by the sample, the cross sections for different
types of scattering phenomena are just added. The amount of electrons scattered
by e.g. a K-shell electron to an energy loss E is independent of other scattering
events resulting in the same energy loss. In this case, such other scattering events
can be considered to act as a background signal for the signal of interest, and this
background can be fitted and removed. Far away from the onset of an energy loss
onset, the scattering cross section can be approximate with a power function ([51]).
This is evident in different figures shown in Section 3.4. The background removed
EELS data, is proportional to the number of atoms illuminated by the beam. The
intensity of electrons measured to have scattered on e.g. an oxygen innermost core-
electron can be described as follows ([51]):

I (E, β) ≈ I0 (β) σO (E, β) NO, (2.8)

where I (E) is the measured intensity of electrons with energy loss E, I0 is the in-
tensity of the beam not inelastically scattered, NO is the projected areal density of
oxygen atoms, and σO (E, β) is the scattering cross section for scattering with energy
loss E up to a scattering angle β. The equation above is based on the assumption
that electrons only scatter once. If plural scattering is considerable, there might be
several ways to exit the sample with the energy loss E. To solve this problem, it
is often assumed that double scattering only happens when electrons first scatter on
plasmons and then scatter on core-electrons ([51]). Since the most probable inelastic
scattering is plasmon excitation, it is for thin samples a good approximation. In
reality, however, the spectrum obtained with EELS is a sum of single, double, and
higher order scattering events broadened by the finite energy resolution of the GIF.
To fully treat all possible scattering event combinations with the resulting energy
loss E, the full electron energy loss spectrum is needed up to E. In this thesis, only
double scattering involving plasmon scattering is considered.

Just as for elastic scattering, inelastic scattering also changes the angle of the beam
electrons path to the optical axis. The angular distribution of inelastic scattering can
be approximated to be ([51]):
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In this equation, R is the Rydberg energy (13.6 eV), γ is the relativistic correction
factor, k0 is the momentum of the beam electron before scattering, E is the energy
loss, δf/δE is the dipole oscillator strength, θ is the scattering angle and θE = E/γm0v2.
This approximation is valid for small deflections of the electron beam, a condition,
which is often satisfied. In the TEM used for this work, EELS measurements are
integrated over all scattering angles up to a collection angle. Depending on the oper-
ation of the TEM, this maximal allowed angle is either determined with the objective
aperture or with the entrance aperture of the spectrometer used for collecting EELS
signal. Depending on the energy losses of interest, the optimal maximal allowed scat-
tering angle might differ. The probability of scattering above a few times θE is low,
and consequently allowing electrons with larger deflection angles just increases the
background signal in the energy loss region of interest.

To conduct EELS, a system for dispersing the transmitted beam electrons accord-
ing to their energy is needed. In this work, a so-called Gatan Image Filter (post-
column GATAN Image Filter (GIF) Tridiem 863) has been used. This equipment
bends the electron paths according to the energy of the electrons and focuses them
on an electron detector. In this way, a one dimensional image of the number of elec-
trons having suffered specific energy losses can be collected. Due to the limited size
of the electron detector, and the need for a sufficient energy dispersion to distinguish
features, different parts of the energy loss spectrum have to be investigated one at a
time. Spectra containing low energy losses from interaction between valence electrons
and beam electrons are referred to as ”Low-loss”-spectra, and the term ”core-loss”-
spectra is used for spectra containing higher energy losses from inelastic scattering
between beam electrons and core-electrons.

In Figure 2.2, the GIF used for the work of this thesis is sketched ([53]). When
entering the GIF, the beam electrons are first focused and aligned, before they arrive
at the drift tube. It can be argued that the most important part of a GIF is the
drift tube, as it disperses the electrons according to their energy. The bend drift tube
sustains a magnetic field always perpendicular to the center of symmetry of the tube,
and this bends the electrons through a radius of curvature (R) that can be described
as follows ([51]):

R = γm0

eB
v, (2.10)

where m0 is the electron rest mass, e the charge, B the magnetic field strength, v is
the electron speed, and the relativistic factor γ corrects for the final speed of light
(γ = 1/

(
1 − v2/c2)0.5). The beam electrons, which have suffered energy losses, have
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Figure 2.2. Sketch of GIF used to separate transmitted beam electrons according to their
energy loss. A set of lens systems are used to map the electron beam from entrance aperture
to electron detector. During this mapping, a so-called drift tube is used to disperse electrons
as a function of their energy in the plane of the energy selecting slit. The GIF can either be
used to acquire EELS data or to form energy filtered images.

lower kinetic energy and are therefore bend more by the drift tube. In this way, the
electrons are dispersed at the end of the drift tube according to their energy loss. At
the end of the drift tube, a slit can be inserted to exclude electrons with energy losses
outside an energy interval. To make this selection precise, the entrance and exit faces
of the drift tube are angled with respect to the symmetry axis of the drift tube. This
geometry ensures spatial focusing of the image formed by the electrons entering the
GIF. However, the focusing ability of the drift tube is not perfect, and curved drift
tube faces and lenses compensate for that.

The energy-selecting slit has a specific physical width. To change the energy
interval allowed to pass through the slit, a lens system is positioned after the drift
tube and used to control the magnification of the electron beam on the slit. The
following lenses project the energy selected pattern onto the electron detector at the
end of the GIF structure. If the energy selective slit is retracted, a greater part
of the energy loss spectrum passes to the electron detector and EELS spectra can
be recorded. This operation mode of the GIF is called ”spectroscopy mode”. The
projector system can also be used to form an image equivalent to the one entering
the GIF aperture. In this mode, referred to as ”imaging mode”, an inserted energy
selecting slit determines the energies of the electron beam, which are allowed to pass
to the electron detector. Thereby, images of the sample can be formed of electrons
scattered on e.g. oxygen. This technique is called Energy Filtered TEM, and is the
subject of the following section.



26 2 Methodology

2.1.1.2 Energy Filtered TEM

Whereas EELS data gives image averaged data, Energy Filtered TEM (EFTEM)
provides spatially resolved electron energy loss data. Every operation that can be
performed on EELS spectra, can be carried out spatially resolved with EFTEM. In
order to do so, a stack of images is acquired with EFTEM while allowing different
energy intervals to pass the energy selecting slit. The stack of images can be combined,
and thereby EELS spectra are in effect collected for each pixel in the EFTEM image.
The energy resolution is determined by the width, in terms of energy, of the energy-
selective slit. EFTEM, however, comes at the expense of a greatly reduced current
of electrons reaching the electron detector at the end of the GIF. The probability for
inelastic scattering is quite low and decreasing towards higher energy losses. As a
result of that, spatially resolved images of the e.g. density variations of oxygen in the
sample will suffer from very low electron counts in the pixels. In principle, this can
be compensated for by adjusting the exposure time of the electron detector and the
areal dose rate, but sample drift or damage might compromise the images.

EFTEM was used in this PhD study to measure local variations in thickness of
the electron transparent bottoms in the ATOMICAR-design. As only the low-loss
part of the EELS spectrum is needed for this type of EFTEM, electron counts are
sufficient to obtain good images. The thickness of the electron transparent bottoms of
the ATOMICAR-design is very important. In order to obtain high resolution images
of nanoparticles caught in cavities of the ATOMICAR-design, the bottoms must be
thin.

To obtain t/λ image, two images are acquired for each imaged area. One is collected
with an energy-selecting slit filtering everything but elastically scattered electrons
from the image, and one without the slit. The unfiltered image contains counts of
electrons of all energy losses at each pixel, whereas the filtered image is only composed
of the elastically scattered electrons. By taking the logarithm of the ratio of the two
image a t/λ map can be obtained. Knowledge of the mean free path, λ, can then be
used to convert such a map into a thickness map.

2.1.2 Scanning Electron Microscopy
Contrary to a TEM, a SEM probes the surface of a sample. However, from electron
gun to objective lens, a SEM and a TEM are very much alike technologically. In the
SEM used for this PhD study, a FEG serves as the electron source, and a condenser
lens system is used to control the total current. Finally, an objective lens is used
to focus the beam electrons to a spot on the sample surface ([54]). The acceleration
voltage in the SEM is low compared to in a TEM (200 V to 30 kV ([54])), because lower
acceleration voltages result in a greater probability of interaction between electron
beam and sample ([47]). This is advantageous, as it results in shorter mean free paths
and in the end, smaller total penetration depth of the beam electrons, and thereby
relatively more signal is created close to the surface. A SEM of the type ”Quanta
FEG 200 ESEM” from FEI was used to acquire images for this thesis.
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The design of a SEM is outlined in Figure 2.3. The purpose of the electron optics
in a SEM is to demagnify the image of the electron gun as much as possible ([55]).
This is partly done by the condenser system and partly by the objective lens, which
focuses the demagnified image of the FEG on the sample. Apertures in front of both
objective lens and the condenser lenses are used to limit large angular deflection from
the optical axis, and as a result, the total current of electrons in the beam is not
conserved for all spot sizes; the smaller the spot of electrons on the sample is, the
lower the total current. In the SEM used for this PhD study, the spot size can be
changed in discrete steps measured from 1 to 7 in arbitrary units ([54]). Different
aperture sizes can also be used to further change the beam current and size. Again,
smaller sizes result in better resolution but less total beam current.

The electron beam is scanned in a raster pattern across the sample, and the signal
created at each position is collected independently ([54]). The time during which the
beam is parked at the same position is called the ”dwell time”. An image of the
sample is created, by assigning each beam position to a pixel in a digital image. The
magnification of the image is then determined by how close the pixels and thereby
beam positions are.

The final parameter to choose, when operating a SEM is the working distance.
This is the geometric distance between objective lens and sample surface. Long
working distances result in a probe shape that is small over greater distances and
thereby more of the sample can be in focus at once. The downside of long working
distances is that it deteriorates the resolution, i.e. the minimal probe size is larger
([55]).

The beam electrons gradually lose their energy to the sample, as they pass through
it, and the volume, in which this energy exchange takes place, is called the ”interaction
volume” ([47]). This volume is illustrated on the sample in Figure 2.3 with a black line.
As indicated in the figure, the volume is much larger than the size of the beam spot.
Consequently, a lot of signal is generated by the electron beam at different depths of
the sample, and the SEM operator must take this into consideration, when analyzing
images. Upon interaction with the sample, the electron beam spot creates a number
of so-called secondary and backscattered electrons ([55]). Secondary electrons are
created all over the interaction volume, but the low energy electrons can only escape
the sample close to the surface. At the edges, a greater part of the interaction volume
is close to the surface of the sample, and as a result more electrons are emitted from the
sample, when the beam is parked at edges. The low energy electrons are collected with
an Everhart-Thornley (ET) detector ([54]), which attracts the low energy electrons
with a positively charged cage in front of its electron detector. The ET detector is
positioned at an angle to the surface normal of the sample, and as a result of that
parts of the sample are not in the line of sight of the detector. The combined effect
of the ”edge effect” and the position of the ET detector creates a 3D illusion, making
secondary electrons signal perfect for gaining topographical information about the
sample.

The probability of backscattering of beam electrons during interaction with a
sample atom depends on the atomic weight of the sample - the heavier the atoms,
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Figure 2.3. A sketch of a SEM. An electron gun delivers a steady stream of electrons, which
is then focused by the condenser system to a small spot. This spot is then focused on the
sample by the objective lens. The beam electrons deposit energy in a large volume of the
sample, indicated with a black line. This energy exchange creates free low energy electrons,
which are collected by an Everhart-Thornley (ET) detector drawn to the right of the sample.
Some of the beam electrons are backscattered and these type of electrons are collected with
an electron detector positioned at the exit of the objective lens. Both detectors are colored
yellow.

the more likely scattering is ([55]). As a result, the relative intensity of backscattered
electrons between different beam positions indicates differences in atomic composition.
Since the backscattered electrons are reflected towards the incoming beam, an electron
detector is positioned at the exit of the objective lens to detect this type of signal.
The energy of backscattered electrons is high, and as a result, they can escape from
greater depths of the sample, and therefore both lateral and horizontal resolution are
worse in images generated with a backscattered electron signal as compared to those
made using secondary electrons. The electron beam also creates other signals e.g.
X-rays, but only secondary electrons have been used to form images for this thesis.
Images presented in this thesis were exclusively acquired with an ET detector.

2.2 Atomic Force Microscopy
When an oscillator is driven close to resonance, the amplitude of its motion is sensi-
tive to external forces. This is the working principle of Amplitude Modulated Atomic
Force Microscopy (AM-AFM) ([56]). With AM-AFM, the surface topology of a sam-
ple can be measured with a resolution below one nanometer. Such measurements have
been crucial to the design of the ATOMICAR-devices, as most features of the design
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are about a few microns or even smaller. However, for the samples presented in this
thesis, AFM measurements are not straightforward to perform, if the measurements
are to be scientifically trustworthy. This section seeks to describe theory, which can
be used to evaluate the quality of the AM-AFM measurements presented in Chapter
3.

Using AM-AFM, relative height maps of the sample can be obtained in the follow-
ing way: A cantilever with a sharp tip at the end is oscillated close to its resonance
by a piezo element at its bottom. The piezo movement can be described by its am-
plitude of motion, Apiezo, and its frequency, ω: zpiezo = Apiezocos(ωt). This gives
rise to a cantilever motion about its equilibrium distance to the sample, which in
steady state can be described as zcant = Acantcos(ωt + ϕ), where ϕ is a phase shift
between the motion of the cantilever tip and the piezo element. As the sharp tip is
brought close to a sample, the trajectory of the tip enters the potential of the surface.
The interaction between sample and tip delays the movement of the cantilever head
relative to the oscillation of the piezo element, and the phase shift deviates from the
case of maximal energy transfer from piezo element to cantilever ([56]).

It can be experimentally proven that the cantilever motion stays sinusoidal while
the tip enters the surface potential ([57]). From this observation, the relation between
cantilever oscillation amplitude and phase shift can be derived from simple energy
considerations to be (at resonance [57]):

sin(−ϕ) = A

Afree

(
⟨Ets⟩

⟨Ecant⟩
+ 1

)
, (2.11)

where ⟨Ets⟩ and ⟨Ecant⟩ are the energy dissipated per oscillation to the sample and
the energy dissipated in the medium, in which the cantilever oscillates (air or liq-
uid). In equation 2.11, Afree = QcantApiezo, where Qcant is the quality factor of the
cantilever ([56]). The amplitude of the cantilever tip motion is reduced, compared
to the oscillation without sample interaction, if either the phase shift between piezo
element and cantilever tip movement differs from −π/2, or if energy is dissipated to
the sample. Assuming only conservative tip-sample interaction, one can derive the
following expression from the equation of motion of the cantilever, when it is driven
at resonance ([56]):

cos(ϕ) = −2Q

kAAfree
⟨Fts · z⟩ A = Afreesin(−ϕ). (2.12)

Here ⟨Fts·z⟩ is the force between tip and sample multiplied by the cantilever oscillation
around its equilibrium position averaged over one period of oscillation, and k is the
spring constant of the cantilever. In the derivation of equation 2.12, z is negative
below the equilibrium position of the cantilever. It can be concluded from equation
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2.12 that an average positive tip-sample interaction will result in a phase shift below
−π/2, and an average repulsive interaction will give a phase shift above −π/2. Via the
phase shift, tip-sample interaction reduces the oscillation amplitude of the cantilever,
as does dissipation of energy to the sample ([56]).

In AM-AFM, the amplitude of the cantilever motion is monitored by measuring
the reflection of a laser on the cantilever head with a photodetector, and a feedback
system keeps the amplitude constant by either retracting or approaching the base
of the cantilever from/to the sample surface. This is sketched in Figure 2.4. When
the amplitude is held constant with the feedback system, and there is no change
in energy dissipation to sample, the tip-sample force must be constant. Under the
assumption that the average tip-sample force is constant across the sample, a map
of the retraction and approach of the cantilever base by the feedback loop can be
interpreted as a height map of the sample surface. Images obtained with AFM are
composed of line scans, and the AFM operator uses the forward and backward scan
of the same lines to optimize imaging parameters and obtain reproducible line scans.

A FlexAFM from Nanosurf and a Dimension Icon from Bruker (situated in the
cleanroom) were used to conduct the measurements presented in this thesis, and in
this equipment, the feedback system is a so-called PID system controlled by the user
([58]). Cantilever oscillation amplitude, piezo driving amplitude and driving frequency
are interdependent parameters, and they can be set by the user or suggested by the
software. The cantilever is approached the sample until the oscillation amplitude is
reduced to a set-point amplitude, and then the cantilever head is scanned across the
sample, while the feedback system ensures a constant oscillation amplitude of the
cantilever. The response of the feedback system to a change in cantilever oscillation
amplitude is determined by three parameters P-, I-, and D-gain (all measured in
arbitrary units). Both the movement of the cantilever base and the oscillation of it
are measured in V, and the difference between the set point and actual amplitude can
be used as the signal controlling the movement of the cantilever base. The voltage
fed into the piezo, controlling the distance between sample and cantilever base, is
determined from the sum of the error signal, integral error signal, and differential
error signal, scaled by the P-, I-, and D-gain (only P- and I-gain for Dimension
Icon). The best choice of parameters depends on sample topography, scanning speed,
oscillation amplitude and set point amplitude. As a rule of thumb, the selected
parameters, should reproduce the same image of the sample surface, and reference
structures should be accurately represented, i.e. flat areas should be imaged as flat.
Other microscopy techniques can be used for reference.

The equations stated so far do not describe whether a specific oscillatory can-
tilever motion exists or not. Even though the phase, and thereby also the cantilever
oscillation amplitude, can be imagined to change continuously, as ⟨Fts · z⟩ is con-
tinuously changed during sample approach, this is in fact not what happens. In
general, z exhibit a jump in amplitude during approach, as one type of stable oscilla-
tory motion vanishes, and the cantilever settles in a motion with a higher oscillation
amplitude. This behavior is heavily dependent on the driving frequency. The ratio
A/Afree is maximized at ω0 without tip-sample interaction, and importantly only one



2.2 Atomic Force Microscopy 31

Figure 2.4. AFM working principle: A cantilever with a sharp tip at the end is oscillated in
the sample surface potential. The oscillation is tracked with a laser and a photodetector,
and a feedback system controls the cantilever motion and average distance to sample with
a piezo element. A change in average distance to the sample results in different oscillation
amplitude, as the average sample-tip force is changed. This fact can be used to construct
topological images of the sample surface, when the average distance to the sample is held
constant by the feedback system.

oscillatory motion is stable for each driving frequency. As the sample is approached,
several A/Afree can become stable at the same driving frequency, and unstable scan-
ning can result in a “jump” from one type of oscillation to the other. Furthermore,
one type of oscillation can become unstable, and the tip motion will “jump” to a
stable motion. Fortunately, this type of “jump” between modes will be accompanied
by a sudden change in phase shift ([56]). It is important to ensure stable phase shifts,
otherwise the image acquired with the AFM will appear to have unphysical steps
in height. This can be ensured by using an appropriate equilibrium distance to the
sample or by operating at a driving frequency, at which only one type of oscillation
can be sustained ([59]).

In summary, AM-AFM image acquisition is optimal, when the oscillation ampli-
tude is kept constant by the gains while scanning. Furthermore, the phase signal
should not show sudden jumps. In the present PhD study, only AM-AFM was used
and thus, the terms ”AFM” and ”AM-AFM” are used interchangeably.
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2.3 Cleanroom fabrication techniques

All samples examined in this thesis have been fabricated using cleanroom facilities
at DTU Nanolab - National Centre for Nano Fabrication and Characterization ([60].
A cleanroom is a dust free environment ([61]). The cleanliness of a cleanroom is
ensured by air filters, which remove particles from the air, and by keeping strict rules
about the cleanliness of samples allowed in the cleanroom. Furthermore, cleanroom
users are to wear cleanroom suits that minimize the release of particles from clothes
to the cleanroom environment. The dust free environment is a necessity when the
ATOMICAR-devices are to be fabricated. This section introduces the utilized clean-
room fabrication techniques conceptually, without elaborating on technical details.
The actual operation of the cleanroom machinery used is controlled by ”recipes”
(long lists of instructions to the software controlling the used equipment) developed
by equipment manufacturers and cleanroom employees. Since, it has not been neces-
sary to deviate from these ”recipes”, it is outside the scope of this thesis to discuss
the recipes in all their intricacies.

Micro-fabrication is the basis of modern society. Integrated circuits and minuscule
sensors form indispensable parts of modern electronic devices, and these tiny devices
are produced with micro-fabrication technologies ([61]). As the term suggests, micro-
fabrication denotes the procedure of realizing micron-sized features. Methods specif-
ically developed for micro-fabrication are needed, if structures at these small length
scales are to be produced. Due to the complexity of the task, there exists many
different strategies and methods, but only those relevant to the present ATOMICAR-
design will be discussed in this section. The techniques employed to fabricate the
ATOMICAR-devices can be divided into three categories: 1) Thin film growth or
deposition, 2) Mask definition, and 3) Etch. In the following, these three steps will
be sketched.

Micro-fabricated samples are often produced on single-crystalline silicon wafers,
and this is also the case for the ATOMICAR-device. Structures can be defined on
the surface of the wafer by combining thin film deposition and growth with wet and
dry etches through a mask. In the production of the ATOMICAR-devices, thin layers
have been deposited using two methods; Low Pressure Chemical Vapor Deposition
(LPCVD) and Plasma Enhanced Chemical Vapor Deposition (PECVD). LPCVD is
a batch process in which several wafers are exposed to reactant molecules at high
temperatures and low pressures in a furnace. In Figure 2.5, LPCVD is schematically
illustrated for a wafer carrier, called a ”boat”, with wafers situated in a furnace. SiO2
and Si are deposited on the samples described in this thesis, but SiO2 is also grown.
This is achieved by exposing a ”boat” with wafers to water vapor at ambient pressures
inside a furnace, similar in design to those used for LPCVD. All furnaces used for
LPCVD or oxidation of silicon are horizontal furnaces from Tempress.

PECVD is an alternative to LPCVD. Using a plasma, reactant molecules are
dissociated and excited, and as a result, less thermal energy is needed to aid the
reaction of deposition [61]. This is advantageous, if the sample will be damaged by
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heating or if high deposition rates are needed. The setup (STS Mesc Multiplex CVD)
used to carry out PECVD is very similar to that used for dry-etching and is therefore
not separately treated. Figure 2.6 sketches a plasma chamber of the type used for
this project. The plasma composition determines whether reactants are deposited, or
if the reactants etches the sample. Coils are used to create and sustain a plasma, and
a set of biased plates are used to direct ionized molecules towards the sample.

A very important step in a cleanroom process flow is mask definition. Masks pro-
tect certain areas of the sample while others are left exposed, and therefore patterns
can be transferred from mask to sample with an etch. Photo-lithography ([61][62])
allows for the definition of masks with feature sizes about a micron, and it is the
only lithography method used in the work related to this thesis. Photo-lithography is
carried out in the following way: The sample is coated with a thin layer of a polymer
solution, called a resist (AZ 5214E. Wafers primed with HMDS). The resist is then
baked in order to evaporate solvents and harden the resist. In this project, the resists
used are positive photo-resists, meaning that the polymer structure of the resist is al-
tered if illuminated with light at specific wavelengths. This altered polymer structure
has a higher solubility in solvents compared to the unexposed resist. The resist can
be developed with solvents such that the areas of the resist, which have been exposed
to light, are removed, whereas unexposed areas are left unaltered. In this way, a
structure can be defined in the resist and this structure serves as a mask for the sub-
sequent etching steps. After etching, the mask can be removed either chemically or
by cleaning in an oxygen plasma. As the design of the ATOMICAR-devices changed
during the PhD-project, a laser-writer (Heidelberg Instruments MLA150 WM I Mask-
less Aligner, s/n HI 1054) is used to expose the resist. The machine exposes samples
according to digital drawings of the areas to be exposed, and as a result, new patterns
can be defined in resist, whenever a new drawing has been made. Alternatively, a
hard mask can be made utilizing a non-transparent material. If the sample with resist
is exposed through the mask, the pattern defined in the mask can be transferred to
the resist.

When etching, the selectivity and etch rate are essential. By timing etch duration,
the depth of etched structures can be controlled to some extent, but the etch rate
might be non-uniform over the wafer. This is problematic, as samples fabricated in
different areas of the wafer must be characterized individually. Furthermore, the etch
rate might change a little from time to time making it difficult to define well-defined
structures. A highly selective etch only etches one type of material, leaving the rest
of the sample unaltered. A layer composed of a material different from the material
targeted by the etchant can be used to limit the geometric extent of the etch, a
so-called stop layer.

Etching is commonly divided into two categories: anisotropic and isotropic etching
([61][62]). The former is used to describe etching with a preferred direction and the
latter describes the opposite case. Both types of etches can be needed depending on
the desired geometry of micro-structures. Etches can be subdivided into ”wet” and
”dry” etches, i.e. etch with or without a solution.

Wet etches are often selective to some extent, but lack directionality. Conversely,
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Figure 2.5. Thin film growth or deposition in a
furnace. Wafers (long black lines) are held by
a ”boat” (gray cross sectional drawing), and
positioned in the flow of reactant gasses. De-
pending on the process in question the pres-
sure can be very low to 1 bar. To acceler-
ate the deposition rate high temperatures are
needed.

Figure 2.6. Plasma chamber for etching or de-
position. Two circuits with alternating cur-
rents are used to create a plasma and direct it
towards the sample. Wires, colored yellow in
the drawing, form a coil around the chamber,
and the sample wafer (purple) is positioned
downstream of the plasma flow.

dry physical etches (sputtering with collimated ions) are highly anisotropic, but sput-
tering does not distinguish between materials rather bonding energies. Chemical dry
etching with plasma combines these two methods ([61][62]). Using a plasma, reac-
tants can be made more reactive, and the ions of the plasma can be used to control
the direction of the etch. An illustration of a plasma chamber with this purpose is
shown in Figure 2.6. This type of etches creates geometries with straight sidewalls,
but the etch rate is too low for deep etches. In order to achieve deep etches of sili-
con, a so-called “Bosch etch” can be employed. This type of etch is divided into an
isotropic etch step followed by a step in which the sample is passivated with a thin
protective layer of polymer, which is removed by ion in regions in the line of sight
of the plasma. Iterating these two steps creates deep trenches very fast. To etch
silicon oxide and silicon, an Advanced Oxide Etcher (AOE) (STS MESC Multiplex
ICP serial no. 32843) and an Advanced Deep Reactive Ion Etching (DRIE) Pegasus
(Serial number MP0636) have been used. Both a “Bosch etch”, dry etches of silicon
and silicon oxide, and a isotropic dry silicon etch have been used to fabricate the
present ATOMICAR-device.

Using thin film growth or deposition, masks and etches repeatedly, three dimen-
sional structures can be created layer by layer. Since dust particles are comparable
in size to the structures defined with microfabrication techniques, they can obscure
pattern transfer from resist to wafer ([61]). In addition to this, dust particles can be
embedded in between layers of thin films altering the sample topology or other thin
film characteristics. This is the reason why microfabrication needs to be carried out
in a cleanroom.
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2.4 FLG transfer

FLG is nearly the optimal seal of a tool like the ATOMICAR-device. In Chapter 3,
the capabilities of graphene, and its use for the ATOMICAR-design will be discussed.
To prepare the reader for this, this section briefly sketches how FLG is transferred to
a substrate. This author has not been directly involved in the procedures described
below, however the transfer techniques are sketched to get a coherent thesis. After
years, where many different sealing techniques have been explored by the postdocs
Edwin Dollekamp and Zhongli Wang, we settled on using two techniques. The first
technique is referred to as ”mechanical exfoliation” and the second method is in this
thesis called ”CAB transfer”.

Mechanical exfoliation ([63]) is in principle the most simple technique that can be
employed to transfer FLG to a substrate. In the ATOMICAR-group, it is standard
procedure that a sample is prepared for mechanical exfoliation by cleaning it with
solvents (acetone and IPA or 2-propanol and DI water). Afterwards, the sample is
placed for 8-10 minutes in an oxygen plasma chamber (Plasma Etch, PE-50) at about
140 W to further clean it. As quickly as possible after this step, a graphite crystal held
between two pieces of Scotch tape is exfoliated by pulling the two pieces of tape apart,
and one of the freshly cleaved graphite flakes is then pressed against the substrate.
When the tape is removed from the substrate, most of the graphite is left on the tape,
but a random number of flakes of random thickness are left on the substrate. In our
experience, the transfer yield depends on the substrate and substrate preparation.
Both a low substrate surface roughness and oxygen plasma cleaning are essential for
a good transfer yield. Mechanical exfoliation is the preferred transfer technique in
the group, as it is the experience that the lowest leak rates can be achieved with
this technique. Furthermore, the substrate is not heated during sealing, and if the
substrate is prepared well, it is unlikely that any contamination is caught in between
the FLG and substrate. Although, the technique has a number of advantages, the
random nature of it makes it very unlikely that specific cavities are sealed. While
this is not important, when the density of cavities to be sealed is high, it is quite an
issue, if a specific cavity has to be sealed, e.g. a cavity with a single nanoparticle.
In addition to this, ATOMICAR-devices have to be able to withstand the pressure
applied, when the cleaved graphite crystal is pressed against it.

The CAB transfer technique is based on ref. [64]. In this technique, a polymer
stamp with FLG is used to transfer FLG to a substrate at a specific position. The first
step of the procedure is to exfoliate graphite on a 90 nm thick SiO2 layer on a silicon
wafer. Using an optical microscope, a sheet of FLG can be identified. After detection
of the FLG flake, 20 g/100 ml Cellulose Acetate Butyrate (CAB) in ethyl acetate is
spin-coated on the sample (EMS 6000 Photoresist Spinner) at 1000 rpm for 1 min
with an acceleration of 200 rpm. The CAB is then cured for 6 min at 60◦C. Then, the
FLG flake of interest is found again, and a ∝ 2 × 2 mm2 square is scratched around
the flake of interest. Placing a droplet of deionized water on top of this cut results
in the intercalation of water in between the CAB and wafer, which makes it possible
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to lift the CAB piece with a tweezer. The CAB piece is then placed on a Gel Pak®
film (PF-X4-17mil), which is situated on a microscope slide. The microscope slide
is then flipped and positioned on a micromanipulator - the FLG stamp is prepared.
A substrate with cavities is placed on a heater with a sticky adhesive and aligned
with the CAB piece with the FLG. The sample is then heated to 80 − 135◦C, and
the CAB with FLG is lowered and brought into contact with the sample. After
everything has cooled down, the microscope slide is lifted. The CAB with FLG
remains at the sample, and finally, the CAB is dissolved for 5 min in acetone. At the
end of the procedure, only the FLG remains at the desired location on the substrate.
This method is obviously useful, when FLG sheets are to be transferred to a specific
location on a substrate. It has not yet been determined, whether reactants for the
catalytic processes to be studied with the ATOMICAR-device are to be loaded during
FLG transfer or afterwards. For the purpose of this thesis, it has been sufficient to
track the leak of ambient air to prove that the internal pressure of sealed cavities can
be tracked, but for future experiments, it might be a huge issue, if catalysis initiates
during transfer of FLG at elevated temperatures. Interesting phenomena might not
be discovered, if the catalytic process is not monitored, when it starts. Both methods
described have obvious advantages and disadvantages, and it remains to be settled,
which one can be used for studies of catalysis.

Numerous different methods ([65]) have been developed to transfer FLG to a
substrate, although in the ATOMICAR group, the two methods described in this
section are in general perceived to be the most relevant methods for the ATOMICAR-
project.



CHAPTER3
ATOMICAR-design

In Chapter 1, the need for a new tool with the ability to measure single particle cataly-
sis in situ was discussed. This chapter will discuss and present one of many versions of
the ATOMICAR-design, which was developed during the PhD project of this author.
The design, presented in the following chapter, is the latest version, and alternative
design strategies, which have been explored during the PhD project will be discussed
where relevant. Firstly, it is discussed what characteristics an ATOMICAR-device
must have, and then the approach to develop such a device is presented. Different
design strategies can be imagined and different designs of such a tool will need to ful-
fill varying specifications. However, a device based on the ATOMICAR-concept must
satisfy the following requirements, independent of the specific way the ATOMICAR-
design is realized:

• The cavities of the reactor need to be sufficiently small for single particle catal-
ysis to have a measurable impact on the pressure and gas composition of sealed
cavities.

• The reactor should allow experiments to be conducted at high pressures and at
several hundreds of degrees Celsius.

• The reactor should have negligible background activity.

• The membrane covering the cavities need to be highly flexible in order for small
pressure changes to be detected.

• The bottoms of the cavities should be electron transparent, if active nanoparti-
cles are to be characterized with sufficient resolution.

The higher, the pressure and temperature can be in experiments conducted with
the reactor, the better. As a minimum, pressures above 1 bar and temperatures
above 300 ◦C should be possible. In this case, the achievable temperatures would
match those used in industry for e.g. methanol synthesis, and the maximal pressure
would be comparable to those commonly used in in situ TEM studies of catalysts
(e.g. [27][43][44]). Of course, an ideal ATOMICAR-design would facilitate activity
measurements without any detection limit, i.e. even a single conversion of reactants to
products would be measurable. However, this would require a cavity size comparable
to the size of nanoparticles, and a very flexible membrane sealing off the cavities.
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In a small volume, the catalyst only need to convert a small number of molecules,
before an appreciable pressure change is achieved (if the catalysed reaction changes
the number of molecules). The more flexible the membrane sealing the cavities is,
the smaller a pressure change can be while still inducing a measurable membrane
deflection.

In general, membranes tend to get less flexible, when their diameter is reduced
([66][67]), and this makes the optimal cavity size a compromise. Since, the membrane
used to detect pressure changes in the ATOMICAR concept is suspended across the
cavities, the optimal size of a cavity is not as small as nanoparticles. The intuitive
solution to this problem is a very shallow cavity, maximising the area over which the
membranes are suspended, while keeping the volume small. However, in structures
like the one depicted in Figure 1.2, a shallow cavity is realized by making the free-
standing slab thin. This is problematic, as the transfer of a sealing membrane to
the slab might fracture it, as a thin slab is fragile. Furthermore, it is preferable that
gasses captured in the cavities can be studied with EELS in a TEM, and this requires
the cavity to have a certain depth. This point will be further elaborated in Section
3.4. Therefore, instead of choosing a cavity volume giving the highest sensitivity
toward chemical conversion, the cavity dimensions should be selected such that rele-
vant differences in catalytic activities create distinguishable internal cavity pressures.
The requirements have to this point largely been discussed without stating exacts
numbers. Without knowledge about how critical each requirement is, it is difficult
to do an optimization. To some extent, the design and choice of materials determine,
how critical each parameter is, and therefore the design must be more specific, be-
fore it can be optimized. The most difficult task is to detect catalytic conversion of
single nanoparticles, hence the first task is to choose an appropriate cavity size and
sealing membrane. In order to estimate the approximate size of the cavities, common
catalytic conversion rates should be considered.

A nanoparticle’s activity is often measured in terms of its turnover frequency
(TOF) - the speed at which products are catalyzed. The TOF depends on the cat-
alyst, the chemical process, temperature and pressure, but for methanol synthesis,
reported TOFs are approximately between 0.001/s and 0.1/s per exposed metal atom
at conditions relevant to industry (supplementary information of ref. [68]). Assuming
that methanol is synthesized directly from H2 and CO2, and that the only by-product
is H2O, each catalytic conversion will consume two molecules ([69]). Assuming a con-
stant TOF of 0.01/s and 10,000 exposed metal atoms (10 nm particle with 71.6% of
the surface covered with metal atoms each with a surface area of 0.3 × 0.3 nm2), the
total number of molecules consumed within 8 hours (a practical period of time) is
57.6 · 105. If it is then required that this number of molecules should correspond to a
pressure change of 0.1 bar in a cavity at 500 K, the cavity volume can be calculated
from the ideal gas law ([8]):

pV = nRT → V = nRT

p
≈ 4µm3. (3.1)
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Here P,V, n, R, and T is the pressure, volume, number of molecules, the gas constant,
and the temperature, respectively. From this simple calculation, it can be concluded
that if the cavity volume is 4µm3, and a pressure change of 0.1 bar can be detected,
then mediocre catalytic activities can be distinguished from each other. As a starting
point, it is reasonable to conclude that as long as the cavity volume is a few µm3,
then it is sufficiently small. Catalytic processes with lower TOFs can be studied in
this volume, if the nanoparticles studied are composed of more active atoms. The
greater amount of catalytic active sites will compensate for the lower activity per site.

A volume this small is difficult to fabricate in a controlled manner without micro-
fabrication techniques, especially when it is also required that the structure in which
cavities are made should be able to withstand high pressures and temperatures. This
second requirement rules out the use of materials like polymers. Mostly metal com-
posites can withstand high temperatures and pressures. However, many metals are
catalytically active. Few materials are considered as inert as silicon oxide and silicon
nitride, and therefore it is natural to use these two materials as main constituents of
the slab in the ATOMICAR-design. In conclusion, the ATOMICAR-structure should
be constructed of silicon oxide, silicon nitride or a material with similar properties,
and microfabrication should be used to define structures.

A negligible background activity is crucial, if the activity of single nanoparticles
is to be distinguished from each other. There should not even be small amounts
of reactive metals in the cavities besides the nanoparticles. In the DTU Nanolab
cleanroom some of the equipment contains traces of metals, and this equipment is
problematic to use in the fabrication of an ATOMICAR-device. Consequently, this
equipment is avoided in the process flow of the present design.

The electron transparency of a material depends on the thickness of the material
and density ([45]). The thinner and lighter the material is, the more transparent
the material is. Several microfabricated devices for in situ studies of catalysis in
TEMs (also mentioned in Chapter 1) have been developed. Often, the sample is
observed through two windows in this type of devices; one at the top and one at the
bottom of the reactor. Combined window thicknesses between 16 nm and 100 nm of
SiNx or carbon have been shown to be sufficiently electron transparent for studies of
nanoparticles ([70][40][41][71]). The electron transparent window thickness is a figure
of merit for electron transparent reactors, and the cavity bottoms of the ATOMICAR
design should not exceed 100 nm in thickness.

Until now, the seal of the cavities in the ATOMICAR-design has not been exten-
sively discussed. However, the usefulness of a device based on the ATOMICAR-design,
depends on whether the seal is sufficiently leak-tight. Furthermore, the seal should
be very thin for two reasons: Firstly, the thinner the membrane is, the more flexible
it is, and secondly, a thin seal will have less influence on the overall electron trans-
parency of the cavities. Unfortunately, most material’s permeability depends on their
thickness according to Fick’s law ([72]):
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J = −D∇n. (3.2)

In this equation, J is the particle flux, D is the diffusivity, and ∇n is the concentration
gradient of particles. The flux of particles through a membrane separating the cavities
from the surrounding environment will increase as the thickness of the membrane
decreases. Only a material with D = 0 can be practically impermeable to gases
and at the same time be thin enough to have negligible effect on the overall electron
transparency of the reactor. It wasn’t before 2008 a material with these properties
was known. In the following section, the discovery of the impermeability of graphene
is discussed, and it is described why graphene in theory could serve as the ideal sealing
membrane in the ATOMICAR-design.

3.1 Graphene: An impermeable seal
In a pioneering study from 2008, Bunch et al. ([73]) reported that FLG is impermeable
to all gasses, even helium. This conclusion was based on observations of the leak rate
of molecules from cavities sealed with few layers of graphite. The studied cavities were
square shaped with side lengths varying from 2.5 − 4.8 µm and depths between 250
nm and 3 µm. Dry etching was used to etch the cavities into oxidized silicon wafers
with either 285 nm or 440 nm of oxide. Using Scotch tape, FLG was mechanically
exfoliated on the cavity structures, and the cavities were then filled with a loading
gas or emptied in a pressure chamber. The FLG-membranes suspended across sealed
cavities bulged, if a pressure difference across them was established, and the strain in
the membranes was monitored by optical measurements of the resonance frequency of
the membranes at different ambient pressures. As the internal pressure of the cavities
equilibrated with the ambient atmosphere, the gradual relaxation of the membranes
was tracked. From these measurements, the leak rates of helium, argon and ambient
air were calculated. Quite astonishingly, the leak rates were independent of the
number of graphene layers sealing the cavities. Bunch et al. (2008) concluded that
graphene practically is impermeable to gasses. The precision with which this could
be concluded was limited by the finite leak rate of the sealed cavities, which varied
between 300 and 106 atoms per second depending on the gas. Recently, graphene-
sealed cavities etched in graphite crystals was investigated by Sun et al ([74]). This
study verified the impermeability of graphene towards all gasses except hydrogen
with a precision of a few molecules per hour. The discovery of the impermeability of
graphene towards most gasses has sparked the development of a number of graphene-
based devices such as pressure sensors, electron-transparent liquid cells, and devices
with molecular valves or sieving properties ([75][76][77][78][79][80][81][82][83][84][85]).

In itself, the impermeability of graphene makes it a promising membrane material
for the ATOMICAR-design. In addition to that, the fact that graphene consists of
only one layer of atoms makes it nearly ideal for the ATOMICAR-design, as it is
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difficult to imagine a thinner electron transparent window. It has been observed that
bilayer-graphene-sealed SiO2 cavities can be pressurized to 25 bar above ambient
pressure before the graphene-sheets starts to delaminate from the SiO2 substrate
([86]). Exploiting this property of graphene, the ATOMICAR-reactor could facilitate
experiments very close to industrially relevant conditions. Based on these reports in
literature, graphene was selected as the sealing membrane of the present ATOMICAR-
design. In practice, both graphene and FLG have been used, as both can serve as a
thin impermeable membrane, and the transfer yield of mechanically exfoliated FLG
is higher than that of graphene.

The first objective of the ATOMICAR group was to reproduce the observations of
Bunch et al. ([73]). Bunch et al. reported leak rates between approximately 300 and
2000 molecules per second for ambient air, which is acceptable for the ATOMICAR-
project. With these leak rates only very active single atom catalysts can be studied,
but nanoparticles can be examined if the collective TOF of the whole particle is
large enough. As a consequence, the development of the ATOMICAR-design was
prioritized at the expense of studies of the leak rates. When we fabricated many
samples similar to those studied by Bunch et al., we observed, just as they did, a
great variety of leak rates. Some cavities actually had leak rates too large to be
measured. However, since the leak rates were sufficiently low for enough samples,
it was not deemed strategic to proceed investigations of the leak rates further. At
this stage in the ATOMICAR-project, samples are screened for their leak rates after
sealing, before they are considered for further experiments. If the leak rates are low
enough, the samples are used.

As described in Section 1.3, the shape of a membrane suspended across a cavity
gives indications of the pressure difference across the membrane. In the following
section, it will be demonstrated how deflections of a FLG-membrane suspended across
a sealed cavity can be used to deduce the internal pressure of the sealed cavity. The
same procedures can be employed to determine if any catalysis is taking place inside
a sealed cavity. In this way, the following section presents a procedure, which is
fundamental to the ATOMICAR-project.

3.1.1 Measurement of the internal pressure of a FLG-sealed SiO2
cavity

Leak tests of FLG-sealed cavities can be carried out under ambient conditions. How-
ever, it is advantageous to conduct leak tests in a chamber with a controllable pressure.
In the case that this is not possible, very leak tight cavities cannot be distinguished
from cavities that equilibrate instantaneously with the ambient atmosphere, if the
cavities are sealed at ambient pressures. Both types of cavities will be in equilib-
rium with the external pressure of the cavity, when scanned at ambient conditions,
and as a result, the FLG-membrane will not deflect in both cases. To solve this
issue, the ATOMICAR-group acquired an acrylic pressure chamber, which is large
enough to contain an AFM. The PhD-students Tobias Georg Bonczyk and Yanxin
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Liu made a setup such that the acrylic chamber pressure can be controlled by a PID
loop on a computer dedicated to the setup. In Figure 3.1, a side-view of the setup is
shown alongside a zoom on the AFM used by the group - A FlexAFM from NanoSurf.
Samples to be investigated are positioned under the AFM situated in the pressure
chamber, and the pressure of the chamber is controlled by the adjustment of the posi-
tion of two valves; one of which is connected to a pump and the other is connected to
either N2, Ar, or ambient air. The whole setup stands on an anti-vibration stage. The
acrylic pressure chamber weighs less than a steel chamber of the same size would, and
in this way the total weight positioned on the anti-vibration stage does not exceed
the limit of what the stage can handle. Another group have used a similar setup to
measure a difference in the leak rate of gasses going in or out of a sealed cavity ([87]).
The two methods for measuring the internal pressure of sealed cavities discussed in
this section is developed conceptually at group meetings, and Tobias Georg Bonczyk,
Yanxin Liu, Zhongli Wang, Edwin Dollekamp, Peter Christian Kjærgaard Vesborg
all contributed to the idea.

To sketch how the internal pressure of a cavity can be deducted from AM-AFM
measurements of the FLG-membrane sealing the cavity, the leak test of a specific
sample is presented. This sample was characterized thoroughly, as it had a low leak
rate, which makes it important to be careful regarding the precision of the AFM
measurements. When the leak rate of a cavity is low, the rate of change of the shape
of the FLG-membrane is slow. If a minute change in the membrane’s shape is to be

(a) (b)

Figure 3.1. (a) Side-view image of the setup used for measuring the internal pressure of
sealed cavities. On the left side of the chamber, two pressure controllers can be seen and
feedthroughs are installed on both the left and right side of the chamber. Using these, the
AFM can be operated while the chamber is closed. (b) The AFM scanner head is positioned
on three cylinders above a sample chuck. The sample to be investigated is positioned on the
chuck, and the AFM tip is approached the sample until the set-point amplitude is reached.
Then a scan can be initiated. On the image, the micromanipulaters used to move the sample
stage is also seen. The laser light used to measure the deflection of the AFM cantilever can
be glimpsed.
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detected, high precision is needed. Alternatively, the experiment duration has to be
very long for any change to be measured.

The sample to be presented was fabricated as follows: A 1.2 µm thick SiO2 layer
was grown on a polished (100) silicon wafer using thermal (wet) oxidation at 1100◦C
for 3 hours and 42 min. Structures were defined in a positive resist mask and trans-
ferred 1.3 µm into the substrate via a dry etch (He/C4F8/H2). The resist was removed
with an O2 plasma, and a sample was cut from the wafer with a diamond pen. A
postdoc in the group, Zhongli Wang, sealed cavities on the sample by mechanically
exfoliating a few layers (2 nm thick as measured with an AFM) of FLG onto the
sample. An optical image of the sample in question is shown in Figure 3.2. In this
image, the SiO2 layer is blue, and the etched structures appear gray, as the bottom
of the etched structures reach the silicon wafer. The area of the sample covered with
graphite is darker, and the cavity studied on this sample is indicated with a red arrow.
A sample fabricated in this way is expected to be mostly flat. The substrate, made
of thermal oxide, is flat, and the thin FLG-sheet is expected to largely conform to
the sample ([86]). The etch in the SiO2 layer is anisotropic, and the cavity walls are
therefore presumably straight.

The leak test of the cavity was performed at minimal chamber pressure - below
6 mbar, limited by chamber leak rate. During these measurements, the AFM was
equipped with a TAP150GD-G tip from BudgetSensors® with a spring constant of
5 N/m. The sample was placed manually below the AFM scanner head, and as a
result of dust particles and sample/sample-holder roughness, the sample was tilted
slightly. To accommodate for this, the overall most common tilt in the direction of the
AFM scan was removed from the raw data using MATLAB. Furthermore, the most
common height on each line was then subtracted line by line. As discussed in Section
2.2, the AFM-topography image is actually an image of the relative positions of the
cantilever bottom during scanning. To validate the interpretation of the AFM images
as topographic images, the error between set-point amplitude and actual amplitude

Figure 3.2. Optical image of sample with studied cavity indicated by red arrow.
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must be examined. An AM-AFM image obtained below 6 mbar chamber pressure is
shown alongside the corresponding error and phase-signals on Figure 3.3a-3.3c.

(a) Topographic image of inves-
tigated cavity acquired with the
ambient pressure below 6 mbar.

(b) Deviation between can-
tilever oscillation amplitude
and set-point amplitude.

(c) Phase-lag between the oscil-
lation of the piezo element driv-
ing the tip oscillation and the os-
cillation of the cantilever tip.

Figure 3.3. AM-AFM signal from a scan of a cavity sealed by FLG (obtained at minimal
chamber pressure).

The topographic image in Figure 3.3a is smooth and without indications of an
unstable scan. As expected, the sample is flat, except for at the cavities. From the
dark contrast at the edge of the cavity, it can be seen that the FLG-sheet follows
the sidewalls of the cavity before it releases and bends outwards in response to the
pressure difference between internal and external cavity pressure. Similar behaviour
is also reported in literature ([73]). To verify that the scan in fact was stable, figure
3.3b should be examined. As a rule of thumb, the deviation between actual oscillation
amplitude of the AFM cantilever and the set-point amplitude should be small and
constant in areas assumed to be flat. In addition, a similarly low and constant error
signal should resume after sudden changes in the topography of the sample inevitably
results in higher error signals. The error on the amplitude is seemingly constant in the
flat areas of the sample, and at the center of the membrane. The first notable change
in the error signal appears, when the cantilever tip is scanned across the cavity edge.
The sudden change to a larger average distance to the sample can be seen as a higher
oscillation amplitude. Since, the membrane represents a gradual change in surface
topology towards the average cantilever position, the error signal is more negative
in areas where the PID loop always have to withdraw a little from the sample. The
average distance to sample is decreased, and as a result of that, the tip oscillation
is reduced. The PID-gains are tuned appropriately, as the cantilever adjust to the
changing topography and return to an average error similar to that observed on the
flat substrate. On the right side of the bulging membrane, the cantilever have to
adjust to the opposite situation. First, the membrane-tip distance is increased, as
membrane’s deflection decreases towards the edge of the cavity. Then there is a step
in height from membrane to substrate. The resulting error signal is opposite in sign
to that observed, when scanning the left side of the cavity.

The image of the phase-lag between piezo elements motion and the cantilevers
trajectory should not exhibit sudden jumps. In 3.3c, it can be seen that in general
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the interaction between sample and cantilever tip is constant. There is some variation
in the dissipation of energy to the sample, as can be seen for the areas with darker
contrast. A line scan stands out with a larger phase than seen in the rest of the scan.
The abrupt nature of the change in the signal indicates that the cantilever oscillation
jumped between two modes in this region of the scan. Had this jump between modes
happened closer to the center of the membrane and been more dominant in the image,
the image had to be discarded. In this case the topographic image is accepted as valid.

To quantify the deflection of the membrane, the maximal deflection of the mem-
brane was determined with MATLAB. The X- and Y-coordinate of the highest point
in the background-corrected image were found after using a median filter, and the
maximal deflection is defined as the median of 19 by 19 points centered on those
coordinates. Cross-sections of the AFM data were used to define zero deflection. 19
lines centered one the line with the highest point is averaged, and a straight line was
fitted to the points at which the graphite membrane detaches from the cavity walls.
On this line, the Z-value with the same X-coordinate as the highest point was used
as a reference height for zero-deflection. In Figure 3.4a, the linear fit is shown as a
black line, and the point with the largest Z-coordinate is marked with a red circle.
Note that the membrane is not perfectly symmetric.

The maximal deflections measured during the leak test is shown in Figure 3.4b.
During the test, the chamber pressure was changed slightly to determine the relation
between pressure difference and deflection, as discussed below. Points obtained at
minimal chamber pressure is shown in black, and points colored red, blue and yellow

(a) (b)

Figure 3.4. (a) Average of 19 lines centered on the scan line with the largest Z-coordinate. A
straight line between the lowest points of the cross section is used to define zero deflection.
(b) The maximal deflection tracked over time. Measurements colored black were acquired at
minimal chamber pressure. As explained in the body text, the sensitivity of the membrane is
measured by changing the chamber pressure. The red, blue, and yellow points are obtained
at chamber pressures approximately 50 mbar, 100 mbar, and 150 mbar, respectively.
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are acquired at chamber pressures at approximately 50 mbar, 100 mbar, and 150
mbar, respectively. Note that the chamber pressure was kept below 6 mbar, except
during the pressure sweeps. The overall change in deflection is determined from a
linear fit to the black points to be −1.26 nm and between −2.16 and −0.36 nm with
95% confidence interval (CI95). Initially, the chamber pressure was kept at minimal
chamber pressure. This was done to get an indication of the leak rate. It is evident
from the first measurement points that the rate of change of the maximal deflection
is slow. In order to determine how slow, several approaches can be employed. The in-
ternal pressure could be determined from analytical models ([85][84]) of a pressurized
membrane, but as can be seen in the topographic image of the cavity in Figure 3.3a,
the membrane does not have an ideal shape: the membrane is somewhat folded. In
addition, it have been reported that the the deflection of FLG-membranes cannot be
adequately described with analytical methods at all pressures, and therefore another
approach have to be developed ([86]). Since the deflection changes slowly, the cham-
ber pressure can be changed slightly in discreet steps while the deflection, δ, of the
membrane is measured. In this way, the sensitivity of the membrane, ∆δ/∆p, can be
determined experimentally. The duration of the leak tests are short compared to the
overall leak test, and therefore it is assumed to have negligible effect on the overall
change in internal pressure during the leak test. The maximal deflection measured
during the pressure sweeps are plotted against pressure on Figure 3.5. The sensitivity
of the membrane in the pressure range considered is then determined with a linear
fit to be −0.19 Å/mbar (CI95: −0.23 to −0.15 Å/mbar), as shown in Figure 3.5.

Now, with the sensitivity of the membrane and the change in deflection measured,
the change of internal pressure of the cavity over the course of the leak test can
be estimated to be 66 mbar (CI95: [17 mbar, 115 mbar]). This estimate can be
validated visually by inspecting Figure 3.4b. None of the measurements collected

Figure 3.5. Sensitivity of suspended membrane. The pressure surrounding the sample is
changed in discrete steps while the deflection of the FLG-membrane is measured.
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at minimal chamber pressure (black circles) display deflections like those acquired
at 150 mbar. Therefore the estimated upper bound of 115 mbar seems reasonable.
Unfortunately, the measurements are not equally spaced in time in this experiment,
as a lot of data had to be discarded. This might skew the apparent rate of change
in maximal deflection, since the scatter is comparable in size to the total deflection.
Furthermore, the lack of additional measurement points makes it difficult to estimate
an uncertainty of the individual measurements. In principle, the uncertainty should
be determined by measuring the same deflection several times. Unfortunately, the
combination of long scan times and the fact that many scans exhibited unstable
scanning behavior, made it impossible to collect more. Loud noises in the lab, dirt on
the sample, or an exceedingly blunt cantilever tip might cause such unstable behavior.
This demonstrates the drawback of the method, which both requires long and precise
scans. Both lab conditions and tip-sample interaction have to be constant for long
periods of time. Ideally, the leak test should be extended, if the leak rate was to be
determined with greater accuracy, but the experiment convincingly demonstrates a
procedure for determining the change in internal pressure of the cavity. It is evident
from Figure 3.4b that the precision is about a nanometer. For the extraordinary slow
change in internal pressure investigated here, greater precision would be preferable,
but it is without doubt sufficient to determine changes in internal pressure relevant
for catalysis. This can be seen by estimating the change in molecules per second.

Using a temperature of 293 K and the volume of the cavity, the pressure change
can be converted to a time-averaged leak rate. Since the cavity depth and diameter
is approximately 1.3 µm and 6.5 µm, respectively, the leak rate from the cavity can
be estimated to be 121 molecules/s. The estimated leak rate is comparable in size
to the expected total TOFs of nanoparticles, and so the accuracy is sufficient for
tracking changes in internal pressure caused by a catalytic process. Furthermore,
it can be concluded that with a FLG-sheet of this width and thickness a pressure
change of ∝ 0.1 bar can be detected, when the partial pressure difference is ∝ 1 bar.
Interestingly, the estimated leak rate is about three times lower than the lowest leak
rate reported for ambient air in literature ([73][85]). A draft (see appendix) has been
written based on the measurement of the record low leak rate, and a preliminary
verification of the existence of low leak rates with EELS is included in the draft as
well.

In the experiments discussed in this thesis, a change in the internal pressure of
the cavity can only be due to a leak, but the same methods, described herein, could
be employed while catalysis takes place in the cavities. In this case, the catalytic
conversion of known partial pressures of reactants to products could be studied via
measurements of the membrane’s deflection. This method can be utilized to reveal
changes in internal pressure of a sealed cavity, but the initial pressure should be
known, before absolute pressures can be determined from this procedure. To measure
the absolute internal pressure of a sealed cavity from the membrane shape another
approach needs to be employed.

The method described in this section until this point can be time consuming
as the requirement for precise AFM scans is in effect a requirement of very slow
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scans. Alternatively, the chamber pressure can be changed until the deflection of the
membrane changes from being outwards to inwards. At the point where the direction
of the deflection changes, the internal pressure changes from being higher to being
lower than the external pressure. In this way, the absolute internal pressure can be
determined with the same accuracy as such a change in deflection can be determined.
Since, the sensitivity of the suspended FLG-membrane is largest when the pressure
difference across the membrane is small, the absolute internal cavity pressure can,
in principle, be obtained with great precision. The maximal deflection, ω, of a pre-
stressed cylindrical symmetric membrane under a transverse uniformly distributed
load can be described analytically at the center of the membrane ([66]):

ω =
(

a4q

2hE

)1/3

K, (3.3)

where a is the radius of the membrane, q is the load, in our case the pressure differ-
ence across the membrane, h is the height of the membrane, E is Young’s modulus,
and K is a constant for the membrane at a specific pressure difference. From this
equation is it clear that the larger the pressure difference is, the less sensitive the
membrane is. When the strain in the membrane is low, the measured deflection of
the FLG-membrane might depend on the scanning parameters of the AFM. In this
case, the membrane is more pliable, and it is therefore more likely that a flat mem-
brane is not imaged as being so. It has been shown in literature that the distance
from the equilibrium position of a cantilever to the sample differs from a FLG sheet
on a SiO2 substrate to a pliable FLG-sheet ([88]. see also supplementary information
of ref. [73]). Hence, the assumption that the distance between the cantilever and the
sample is constant throughout a scan of a cavity with a suspended FLG-membrane
is not always valid, and in this case, the map of the relative position of the AFM
cantilever is not a topographic map. Fortunately, the effect can be accounted for
by calibration measurements of the oscillation amplitude of the cantilever as a func-
tion of the distance to the surface ([73][88]). In addition to this, it is important
that the membrane is scanned using the same type of oscillation amplitude. If the
the cantilever motion shifts between two types of oscillations, the deflection can be
overestimated. An experiment was conducted to demonstrate this.

A cavity with a mechanically exfoliated FLG-membrane (≈ 10 nm thick) was
scanned with a ”soft” tip (TAP150GD-G tip from BudgetSensors® with a spring
constant of 5 N/m) at varying oscillation amplitudes. The cavity is situated on an
electron transparent sample, and hence the background is not flat, as there are large
stresses in the thin films, in which the cavity is etched. As in the measurement
described above, the most common tilt in the scan direction is found globally and the
subtracted from each line of the raw image. Subsequently, the average of the most
common heights in each line are then subtracted line by line. There is some drift
between the acquisitions, and to correct for this, the maximum height of a feature
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beside the cavity is used to align the scans. Line scans, which contain the maximum
of the feature, from the different scans are presented in Figure 3.6.

At first glance, the difference in the profiles is surprising. It is often assumed that
for otherwise constant scanning parameters, larger oscillation amplitudes correspond
to larger tip-sample interaction. However, as seen on Figure 3.6, the maximal deflec-
tion of the membrane does not scale continuously with the oscillation amplitude. In
fact, the linescans show a sudden jump in maximal deflection, when going from 1 V
to 5 V, and for 4 V, the jump actually happens in the middle of the line scan. This
indicate that in this specific experiment, the difference in maximal deflection is not
due to a difference in oscillation amplitude entirely: The scans are acquired using
different types of oscillations. As discussed in Section 2.2, it is known that several
types of oscillations can exist at the same time in amplitude modulated AFM mea-
surements. To examine, if this indeed was the case in this experiment, the driving
frequency of the cantilever was tuned until the FLG-membrane could be imaged at 5
V using the same type of oscillation amplitude as used for lower oscillation amplitudes.
It is evident from Figure 3.6 that the line scan acquired by using another part of the
cantilevers resonance curve (”5Vtuned”), produces approximately the same profile as
those obtained with oscillation amplitudes of 1 V and 2 V. From this experiment,
it can be concluded that it is important that the tip-sample interaction is kept con-
stant during a pressure sweep. A shift between the two types oscillations can change
the measured deflection, and the data can be misinterpreted. In this situation the
deflection change is overestimated, and the point, at which the sign of the deflection
changes, might as well be overestimated.

In this section, it was discussed, how the shape of FLG-membranes, suspended
across sealed cavities, can be used to deduct the change or absolute value of the
internal pressure of these cavities. Besides this, AFM measurements can provide
valuable insight into membrane symmetry and the adhesion to the side-walls of the
cavities. However, it is a general problem that AFM measurements are relatively
slow. This is not an issue for the experiments presented in this section, but it can be
problematic. With the AFM used in this PhD-project, it is difficult to achieve precise
AFM data (resolution about a 1 nm) of an area 10 × 10 µm in size, if the total scan
time per image is less than half an hour. In the case, that any statistical analysis
is to be performed on the data, several scans are needed. AFM experiments can
therefore be time consuming, which is impractical, and it can limit how accurately an
internal pressure can be determined. Preferably, the change of the internal pressure
of a cavity should be negligible within the time frame used to determine it. Otherwise,
the precision, with which the internal pressure is known, is reduced. Therefore, highly
accurate data can only be obtained with AFM for samples with a slow change in
the internal pressure. To account for this, the scanning time can be increased at
the expense of measurement accuracy, and larger differences in internal pressure is
detectable with greater time resolution. Furthermore, the impact of a specific rate
of catalytic conversion on the internal pressure of a sealed cavity can be tuned by
choosing different cavity sizes. Thereby the rate of change of internal pressure can
be engineered to accommodate for the slow acquisition time for AFM measurements.
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Figure 3.6. AFM linescan of cavity covered with FLG acquired at oscillation amplitude from
1−5 V. The linescan referred to as ”5Vtuned” is acquired with a different driving frequency
than the rest of the scans. Note that the scans acquired with 1 V and 2 V are overlapping.

In conclusion, time resolution and spatial resolution has to be balanced.
EELS can also be used to detect the change of the partial pressure of a gas-

species, and it has the further advantage that the partial pressures, rather than the
total pressure, can be measured. The gas composition of captured gasses can only
be inferred from the measurement of the absolute pressure, if the ratio of products is
known a priori. Alternatively, the total pressure is more an indication of a catalytic
activity than a measurement. EELS signals are characteristic for the atomic species
probed, and the intensity (for small t/λ) is proportional to the density of the gas
species, as described in Section 2.1.1.1. Exploiting this fact, the partial pressures of
captured gas species can in principle be monitored individually with EELS. This will
be demonstrated in Section 3.4.

The two complimentary techniques can be combined and, in this way, many cav-
ities can be screened with two independent methods, and then important chemical
information can be obtained from spectroscopy. The following section will discuss
the present ATOMICAR-design, which is electron transparent.

3.2 How should an ATOMICAR-device be structured?
After a transfer of FLG onto a sample has been attempted, the success of the transfer
can be investigated using a microscopy technique. It is without doubt easiest to
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evaluate the transfer, if the FLG is optically visible. Optical microscopes have a
wide field of view, and the sample can easily be examined quickly. However, since
FLG is very thin, it is difficult to see on wafers. However, appreciable contrast can
be obtained on thin films ([89]), and it would be an advantage, if the ATOMICAR-
device had a thin film on the front side. Several different thin films can be deposited
or grown in the cleanroom, but if equipment with metal contamination is disregarded,
the possibilities are limited to: Amorphous and poly-crystalline silicon, LPCVD SiO2
and SiNx and thermally grown SiO2. These materials are also often assumed to be
catalytically inactive, and they are therefore relevant for the ATOMICAR-project.

It is logical to assume that a strong adhesion between FLG and a substrate results
in high transfer yield for FLG-transfer techniques. FLG adheres to substrates like
SiO2 via van der Waals interactions ([90]), and the total interaction strength is deter-
mined by the area of interaction and the polarizability ([10]) of substrate and FLG.
The polarizability of metal oxides are relatively material independent ([91]), hence
it is assumed in this thesis that it is the roughness of the substrate that determines
the strength of the interaction. Note that all the considered materials are likely to
have a native oxide layer ([92][93]). It is the ATOMICAR-groups experience that
is difficult to transfer FLG to rough substrates, such as poly-crystalline silicon, and
earlier version of the ATOMICAR-design with poly-crystalline silicon on the front
side was nearly impossible to coat with FLG using mechanical exfoliation.

FLG is known to conform to substrates ([86]), but during a transfer process, FLG
is initially on a carrier substrate (a polymer or a graphite-stack). These are relatively
flat, and it is the roughness of the initial carrier of the FLG that the ATOMICAR-
device needs to match. The preferred loading technique is mechanical exfoliation,
and the graphite stacks are atomically flat ([94]). In conclusion: The front side of an
ATOMICAR structure should therefore be a thin film and have the lowest possible
surface roughness.

To investigate the roughness of the listed thin films, wafers were prepared with
either amorphous silicon, LPCVD SiO2, LPCVD SiNx or thermally grown SiO2. Ap-
proximately 172 nm of LPCVD SiO2 were deposited with TEOS (tetraethoxysilane)
over 20 min in a furnace at 712 − 720 ◦C at 190 mTorr. Another similar furnace
was used to deposit 657 nm amorphous silicon at 562 − 565 ◦C and 200 mTorr in a
SiH4 gas flow. In yet another furnace, 354 nm LPCVD silicon nitride was deposited
on a wafer at 810 − 845 ◦C and 150 mTorr in a flow of NH3 and SiH2Cl2. In ad-
dition, a wafer was oxidized in a fourth furnace at atmospheric pressure at 1150 ◦C
for 7 hours and 20 min with water vapor, which resulted in an oxide thickness of
2062 nm. Poly-crystalline silicon was not considered. The thin films were assessed
with a VASE Ellipsometer (J.A. Woollam), and the thicknesses were determined from
fits to the acquired optical data. Since, the thicknesses estimated from this method
have been observed to correlate well with complementary methods of determining
the thickness of films (AFM and SEM), it is used to ensure that the thin films were
many atomic layers thick, although the precision of the estimated thicknesses is not
generally determined.

Areas 0.5 × 0.5 µm2 in size were scanned with the AFM from NanoSurf at three
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positions at least 1 µm apart on each sample. Both forward and backward scans were
considered as independent measurement points. In between the measurements the
cantilever was withdrawn and approached to make the measurements truly indepen-
dent. A Tap190Al-G cantilever from BudgetSensors® was mounted on the scanner
head of the AFM, and using the open-source software Gwyddion, the tilt was removed
from each line by linear interpolation. The roughness was determined as the root-
mean-square of the heights for lines on the samples without large dirt particles, which
was excluded manually from the data analysis. Besides these four wafers, a bare sili-
con wafer and an ATOMICAR-device was included for reference. The measured mean
roughness is shown in Figure 3.7 (uncertainty estimated from the standard deviation).
Prior to the roughness measurements, all wafers were stored in the cleanroom, and
on the day the roughness measurements were carried out, the wafers were cleaned in
a plasma asher from TePla (model 300 Semi Auto Plasma Processor) for 10 min at
1.25 mbar in a flow of O2 and N2 (flow ratio 400 : 70) and 1000 W.

The (100) silicon wafer is polished, and it is traditionally assumed to be atomically
flat. With this in mind, the roughness measured on the silicon wafer can serve as
a measurement of the minimal resolvable roughness with the AFM settings used.
Thermally grown SiO2 has a roughness very close to that of the bare silicon wafer,
and the measured value is in close agreement with other groups measurements ([86]).
Silicon nitride, LPCVD silicon oxide, and amorphous silicon exhibit greater roughness.
In conclusion, thermally grown SiO2 is the flattest thin film. From this, it is evident

Figure 3.7. The roughness of different thin films deposited on silicon (100) wafers. A bare
(100) silicon wafer is included as a reference. An ATOMICAR-device is also included to
illustrate that the present design reach minimal roughness (called ”chip”).
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that the front side of the ideal ATOMICAR device is composed of thermally grown
SiO2. The present ATOMICAR-design is constructed to meet this requirement, and
to illustrate the successful implementation of that in the design, the roughness is also
measured on an ATOMICAR-device referred to as ”chip”. The ATOMICAR-device
had been stored outside the cleanroom before this investigation, and it was therefore
contaminated with many particles, making the roughness vary somewhat between
measurements. It was cleaned in a plasma cleaner from SEREN - Industrial Power
Systems (Model: PM313) at 120 W in a flow of oxygen for 10 min, but this only
removes organic residue.

The ATOMICAR-devices are fabricated on a wafer, as will be described in de-
tail in the following section, and then individual devices, ”chips”, are cut from the
wafer. Before the wafer, with the ”chip” investigated here, was cut into smaller pieces,
the roughness was measured in the cleanroom with another AFM (equipped with a
TAP150Al-G cantilever). The wafer was scanned over areas 0.5 × 0.5 µm2 in size
twice and the roughness was determined to be 179.9 pm and 175.7 pm, respectively.
This underlines that the ATOMICAR-design has a front side roughness comparable
to that of thermally grown SiO2. One of the main tasks of this PhD project has been
to reach this goal, and the following section will describe a design that achieves this.
Other materials could have been used, if the samples were polished, but great care
have to be taken, if scratches ([95]) and variations in thin film thickness across the
wafer is to be avoided with this method. If the height of the cavities vary, it is more
cumbersome to distinguish between TOFs from measured FLG-membrane deflections,
since a difference in volumes results in a difference in the rate of change of internal
pressure for equal TOFs. Preliminary tests of polishing showed thickness variations,
and since there was little know-how in the group about polishing, it was deemed
easier to start with a flat front surface than creating one. Furthermore, many studies
of the leak from FLG sealed cavities in literature is conducted on cavities etched
into SiO2 ([73][86][85][84][87][96]), and this is another argument for using SiO2 as the
front side material. The surface of a bare silicon wafer could in principle also be used,
but as described above, this would make it difficult to find FLG transferred to the
ATOMICAR-device.

Different topographies can have similar roughness. To verify that the front side
of the ATOMICAR design indeed is locally flat, an image of thermal SiO2 is shown
on Figure 3.8 alongside an AFM scan of the ATOMICAR design acquired in the
cleanroom. At first glace, the image shown in Figure 3.8a is of lower quality than
that of Figure 3.8b, as there appears to be a small mismatch between the individual
line scans. This is due to the fact that the variation in topography is close to the
detection limit of the AFM at its present state, as concluded from scans of the (100)
silicon wafer. More importantly, it can be seen that the low roughness measured on
both samples is due to an overall small feature size. Now that it has been established
that the front side of an ATOMICAR-derived design should be flat, and possibly of
thermal oxide, the next design task is to fabricate electron transparent cavities in this
substrate. Furthermore, the electron transparent regions should be able to withstand
all FLG-loading methods considered. The pro and cons of different loading methods
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were discussed in Section 2.4, and the ATOMICAR design should preferably not be
limiting the choices. However, as part of the procedure of mechanically exfoliating
FLG onto a substrate, a finger has to be pressed hard against the substrate. Thermally
grown SiO2 is a relatively weak material, and slab with electron transparent cavities
cannot exclusively consist of SiO2. The solution to this problem is introduced in the
following section.

3.2.1 3D structure of the ATOMICAR-design
Wafers are between 350 − 1000 µm in thickness, and are not electron transparent.
Accordingly, cavities etched into a front side SiO2 layer will not be electron trans-
parent either, unless most of the material underneath the cavities are removed. The
most simple solution to this problem is to create several freestanding slabs of SiO2
in which cavities are etched. Various methods can be used to remove silicon under-
neath a membrane, either a wet etch or a dry etch can be used ([61]). Since, the
preferred FLG-transfer method is mechanical exfoliation, the positions of transferred
FLG-flakes on the ATOMICAR-devices are random. To compensate for this, the
density of transparent cavities should be as high as possible and distributed over as
wide a range as possible. The range of motion of the sample holder used for the TEM
is only 2 × 2 mm2 , making it even more important that the density of cavities is
high. Otherwise, too many samples will not be sealed successfully.

With an anisotropic etch, many deep trenches can be positioned close together.
Unfortunately, deep dry etches suffer from transport limitations, and the etch rate
drops rapidly, when etching structures with high aspect ratios ([97]). Choosing the
thinnest type of wafer, 350 µm in thickness, the highest aspect ratios can be achieved.
The maximal achievable etch depth of a certain geometry is sample and process

(a) (b)

Figure 3.8. a) AFM topograpy image of thermally grown SiO2 acquired as a part of the
roughness measurements. b) AFM topography image of ATOMICAR-device obtained in
the cleanroom.
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specific. It depends on the areal density of structures to be etched into the wafer, the
density of etchants, and plasma ion flux. To save time, the anisotropic etch of the
bulk silicon wafer was not optimized, but etching recipes characterized by cleanroom
personel was used. The freestanding SiO2 slabs were made 35 µm wide, 300 µm long,
and as deep as the wafers.

Any deposited layer on top of the front side SiO2 should be removed after it has
served its purpose. Otherwise, the front side roughness will be increased. However,
micro-fabrication relies on the possibility of defining structures layer by layer. Many
microfabricated devices are fabricated from the bottom and up, and material under-
neath structures defined in this way is removed as the final step in the fabrication
process. An ATOMICAR-device should only have structured SiO2 on its front side,
and since the oxide is grown directly on the surface of an untreated silicon wafer, one
could conclude that the free standing slab can only be made of SiO2. However, SiO2
is not a very strong material ([98]). Therefore, the free-standing slabs have to be
several microns thick to withstand the pressure applied to it during mechanical exfo-
liation. This is unpreferable, as this will increase the volume of the cavities, making
the internal pressure of the cavities less sensitive to catalysis. The problem will only
increase, if the freestanding slabs are widened at some point to increase the cavity
density on the front side, and therefore this type of design is not scalable to an opti-
mal high density of cavities (wide freestanding slabs densely spaced). To circumvent
this obstacle, the etch through the wafer was implemented as one of the first steps
in the fabrication procedure, and thereby additional layers can be deposited on the
backside of the oxide slabs after the silicon beneath them has been removed. With
this method, the slabs can be constructed to be composed of layers of any type of ma-
terial still with thermal SiO2 on the front side. Alternating between different layers
of silicon nitride, silicon oxide and silicon, the freestanding slabs can be made wider
without compromising the depth of the cavities. This top-down growth of layers is
a very important feature of the ATOMICAR design, and besides the possibility of
engineering the strength of the slabs it also makes it easier to control the variation
in cavity bottom thickness’ across a wafer, as discussed below.

Dry etches have varying etch rates across the wafer. For the equipment used to
etch silicon oxide, the variation is in the best case 0.7% (characterized by cleanroom
personnel). In the case of a 2 µm deep cavity, this is equivalent to 14 nm. This is a
large variation in etch depth compared to the optimal bottom thickness (16−100 nm).
It is therefore advantageous to introduce a so called ”stop-layer”. By implementing a
silicon layer beneath thermal SiO2, this problem will be solved: Since the etch recipe
used for etching silicon oxide has a much lower etch rate in silicon, the etch in effect
stops on a silicon layer, and the etch depth is then constant across the wafer. If an
subsequent silicon etch is selectively etching the silicon, and not the layer beneath it,
the cavities will continue to have equal depths.

In the present design of the ATOMICAR chips, 2 µm thermal SiO2 is grown on a
polished (100) silicon wafer. Then 1 µm of LPCVD amorphous silicon is deposited on
the backside of the freestanding SiO2 slabs, after the material beneath the front side
SiO2 has been removed. The silicon layer is stronger than silicon oxide ([99]), and
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in this way, the material with the largest strength is the one being bend the most,
when the freestanding slabs are pressed from the front side. The chosen thickness
are deliberately selected to be thicker than theoretically necessary, as the thin film
tensile strength can vary and defects can weaken the structures. Furthermore, the
slabs should also be thick enough to withstand the different process steps before the
strengthening layer is deposited. It has been observed, both by the author and Tobias
Georg Bonczyk, that slabs can be damaged in ways during the fabrication process
making the samples unusable for further processing. Instead of characterizing the
thinnest possible slab with the chosen slab width, it was decided that it was more
important to reach a working device than optimizing a device that did not work yet.

The final layer on the bottom of the freestanding slabs will in the ATOMICAR-
design also be the electron transparent bottom. Amorphous silicon has a low rough-
ness, and it is therefore preferred above poly-crystalline silicon. In this way, the
template on which the electron transparent bottoms are grown/deposited has a low
roughness. In previous versions of the design, poly-crystalline silicon was preferred,
as it grows faster in the furnace used for silicon deposition. However, this resulted
in thickness variations in the deposited electron transparent cavity bottoms. Such a
contrast is not convenient, when large overview images of the cavities are inspected
to identify single nanoparticles. To keep the device simple until all requirements to
its performance are met, no additional strengthening layers were deposited.

The cavity bottom material should not contain the atomic elements, which is also
present in the gasses to be investigated with EELS. This would make it more difficult
to study the evolution of the gas signal, if it is partially buried in the signal from the
cavity bottom. SiO2 was deposited on the backside of the freestanding slabs using
TEOS, and thereby the leak rates of nitrogen in ambient air could be studied. Anton
Simon Bjørnlund (PhD student at DTU VISION), has shown on earlier versions of the
design that gaseous oxygen can also be studied through these membranes, whereas
this is not possible on PECVD deposited SiO2 available in the cleanroom. Deposited
thin films preserve the roughness of the template, on which the film is grown upon,
whereas the growth rate of oxide in silicon differs between different crystal facets ([62]).
Therefore, an oxide grown on silicon deposited as amorphous (which will crystallize
during oxidation [99]) will have an unfavourable shape ([100]). The evolution of the
cross section of the ATOMICAR-devices through the fabrication process is illustrated
in the next section.

SEM images of the front side and cross section of the present design are shown
in Figure 3.9. The arrangement of freestanding slabs and cavities can be seen on
the image of the front side (Figure 3.9a). By using an acceleration voltage of 30
keV, areas with freestanding slabs stands out from the bulk silicon substrate by their
brighter contrast. In order to ease navigation between different freestanding slabs,
the slabs have been arranged in 16 groups each with 9 slabs. Thereby the full x/y-
range of the TEM sample-holder is used. The group number is denoted by a number
on a horizontal slab, and the slab number is etched directly into the slab. During
the transfer of FLG to the device, the center part of the numbers often break, but
it does not affect the recognizability of the numbers. The cavities are arranged in
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(a) (b)

Figure 3.9. (a) Overview SEM image of the front side of ATOMICAR-device with FLG. The
electron transparent cavities are etched into freestanding membranes (long oval structures)
and distributed in a recognizable pattern. The freestanding slabs are arranged in 16 groups
each containing 9 slabs. (b) Cross section of structure etched into a freestanding slab. At
the top of the slab is an approximately 2 µm thick thermal SiO2 layer. Just below is a
strengthening amorphous silicon layer, and at the bottom a thin TEOS-derived SiO2 layer,
which is seen suspended across the bottom of the etched structure.

patterns to ease the location of the different cavities on the specific slabs in the TEM.
In the TEM used, the lowest magnification, which can be used without compromising
the stability of the microscope imaging optics, is 3400. As a result, the electron
microscopist will never have more than a few cavities in the field of view. This fact
makes it difficult to navigate between the many cavities of the ATOMICAR-device,
since only the cavities and slabs are sufficiently electron transparent to be studied
in a TEM. Instead of using additional space for writing letters or numbers on the
slabs, the cavities are arranged in patterns, which denote the position of the cavities
on the individual slab. The cavities are arranged in groups, each with six cavity
positions bounded by a cavity in the middle of the slab both above and below these
six positions. Inspired by Braille numbers, the cavities are then placed (or not placed)
at the six positions. With this arrangement, the position on the slab as well as the
sample rotation can be identified at large magnifications.

The overview image in Figure 3.9a demonstrates that the device is strong enough
to withstand FLG transfer. Graphite/FLG stacks was transferred to the device by
Edwin Dollekamp (Postdoc in the ATOMICAR-group) using mechanical exfoliation,
and areas covered by FLG/graphite can clearly be identified by their dark (or in some
cases bright) contrast. As noted above, the density of cavities has to be high in order
to ensure practical transfer yields to areas with cavities.
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In Figure 3.9b, a SEM image of the cross section of a structure etched into a
freestanding slab is shown. Both the front side thermal SiO2 layer, the strengthening
amorphous silicon layer, as well as the electron transparent bottom made of TEOS-
derived SiO2 can be identified. The anisotropic etch through thermal SiO2 layer
results in straight side walls with striations, i.e. resist mask roughness transferred
into the SiO2 ([101]). As discussed above, it is preferable, if the etch of the silicon
only etches silicon. An isotropic etch of silicon was used to achieved this, and the
isotropic nature of the etch can clearly be seen from the undercut of the etch- the
etch of the silicon layer beneath the front side SiO2 layer. The electron transparent
bottom can be seen to be suspended across the bottom of the etched structure. The
next section will present the fabrication procedure that has been used to achieve this
type of device.
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3.2.2 Fabrication procedure

PROTOCOL
2 µm thermal SiO2 was grown at 1150◦C
for 7 hours and 20 minutes on a 350 µm
thick double-side-polished wafer (100-
orientation). Amorphous silicon was de-
posited at 200 mTorr over 7 hours at a
temperature between 562 − 565◦C using
SiH4. The additional layer was added to
protect the front side of the wafer dur-
ing process steps, in which the wafer is
placed with the front side on different
chucks.

A positive resist was used as a mask for
two Bosch processes (C4F8 used during
sidewall passivation and SF6 and O2 dur-
ing etching), the last of which uses a
low-frequency platen generator to avoid
notching ([102]). Notching would be
detrimental to the stability of the free-
standing slabs, as the etch profile would
deviate from a directional etch close to
the front side SiO2, thus widening and
weakening the slabs without making a
larger transparent area. With these pro-
cess steps, trenches were created on the
backside of the wafer, and free-standing
slabs were created on the front side. Be-
fore the Bosch processes were used, the
protective Si and thermal oxide were
removed in areas on the backside not
covered by resist using two dry etches
(He/C4F8/H2 and C4F8/SF6).
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The resist was removed using oxygen
plasma, and a second 1 µm thick amor-
phous silicon layer was deposited via
a LPCVD-process (same parameters as
before). The final thickness of the
strengthening silicon layer is difficult to
determine, as it was deposited through
trenches in the backside of the wafer,
and therefore not easily accessible in a
non-destructive way. A TEOS-derived
SiO2 layer was deposited at 190 mTorr
at 712 − 720◦C over 15 min. This layer
acts both as electron transparent bot-
tom of the to-be-etched cavities, but
also as a stop layer for etches in the
strengthening silicon layer. Note, the ox-
ide layer is thinner on the backside of
the freestanding slabs than everywhere
else. This is because the narrow open-
ing of the trenches limits the transport of
the gas-molecules to the backside of the
free-standing slabs. Since, the TEOS-
derived oxide is deposited at high tem-
peratures, the deposited silicon layers
probably crystallize during this fabrica-
tion step to some extent.

The deposited SiO2 was removed from
the front side using a dry etch of
the oxide (He/C4F8/H2), and then an
isotropic silicon etch with SF6 at low
platen power was used to etch the
LPCVD deposited silicon layer. A posi-
tive resist was used as a mask, and the
oxide etch was used to create cavities in
the thermal oxide layer. The etch was
continued, after removing the resist with
O2 plasma, by using the isotropic etch
process again.
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Finally, the wafer was cut into chips and
sealed with FLG. Tobias Georg Bonczyk
uses a Laser Micromachining Tool (mi-
croSTRUCT vario from 3D-Micromac
AG) to cut the wafers without damaging
the electron transparent cavity bottoms.
The samples are cut to fit in a Gatan Sin-
gle Tilt Heating Holder model 628 with
an inconel furnace or a FEI NanoEx IV
holder ([103]), depending on whether the
samples are to be heated or not.

At the end of this fabrication process, 50 identical ATOMICAR-devices have been
fabricated on each wafer treated as described in the protocol. The wafers can then
be inspected in an optical microscope, but the electron transparency of the cavities
cannot be assessed without a TEM. To accesses the homogeneity of the electron trans-
parent cavity bottoms, chips cut from the wafer can be investigated with EFTEM. If
the isotropic silicon etch has not removed all of the silicon from the bottom of the
cavity, small islands of silicon are left in spots across the cavity. This has been experi-
enced with many batches of ATOMICAR-devices, and to investigate this phenomena
Tobias Georg Bonczyk, Anton Simon Bjørnlund and this author in collaboration
imaged and etched several chips for different periods of time with the isotropic sili-
con etch. Two t/λ images from this investigation are presented in Figure 3.10 (data
treatment with DigitalMicrograph®). Both images were acquired at 300 kV, without
objective aperture, and with an energy selecting slit 10 eV in width. It is important
that the objective aperture is not inserted, otherwise the difference in collection effi-
ciency between plasmon and zero-loss signal has to be considered. Unfortunately, the
width of the free-standing slabs restrict the actual scattering angles in one direction.
This is neglected in the following analysis, as the cutoff angle in the worst case is
≈ 20 mrad (determined from height of wafer and approximate smallest distance from
cavity edge to slab edge). Since, the inelastically scattered electrons are scattered
to higher angles than the elastically scattered electrons, the t/λ ratios are underes-
timated. According to theory, the higher the energy of the beam electrons is, the
smaller the characteristic scattering angle is ([51]). With this in mind and the fact
that it has been shown that the t/λ ratio is approximately constant above 25 mrad
for SiO2 at 200 kV ([104]), the underestimation is likely small.

In both images of Figure 3.10, the edge is included in the upper left corner of
the image, and from the color scale, it can be seen that the thickness of the LPCVD
silicon islands extending beyond the edge in some regions of Figure 3.10a are much
thicker than TEOS-derived oxide layer. Thick regions can be found further away from
the cavity edge on this sample, and this is problematic. It would be difficult to get
atomic information about small single nanoparticles situated on top of an LPCVD
island, let alone be able to see them. To solve this issue, ATOMICAR-devices can be
taken back into the cleanroom, and the isotropic etch can be applied once more. After
additional etching, images like 3.10b can be obtained. After this additional silicon
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etch, the mean thickness is determined in the region only with a transparent bottom
to be 0.27 ± 0.03t/λ, and it is evident from the image that the cavity bottom is quite
homogeneous. According to ref. [104], this corresponds to a thickness of 67 ± 8 nm.
With this thickness, atomic information can be gained, but future batches should
preferably have thinner windows. Shorter duration of deposition of TEOS-derived
oxide will achieve this.

The additional etch step has the disadvantage that the etch of the silicon layer
below the SiO2 layer is increased. This increases the total volume of the cavity,
without widening the area a FLG can be suspended across. As a result, it requires
longer time to investigate leak rates, or, at some point, catalysis with devices, which
have been further etched. In addition to this, it also increases the area of the cavity
bottom, making the electron transparent membrane wider. This probably makes
it more fragile and flexible, which for even thinner membranes could result in too
much bending of the cavity bottom. In conclusion, only devices that must have a
homogeneous bottom thicknesses should be etched until all of the silicon is removed
from the cavity bottoms, especially as the central part of the membrane have no silicon
residues without additional etching. Further development of the ATOMICAR-device
should seek to develop an anisotropic etch of the amorphous silicon layer, which does
not etch SiO2.

With a device that can facilitate the investigation of nanoparticles, the next step
is to deposit nanoparticles. There exists many ways to deposit nanoparticles on a
sample, but the ATOMICAR project would benefit from a directional deposition of

(a) (b)

Figure 3.10. (a) t/λ map close to the edge of a cavity on chip cut from wafer. (b) t/λ map
on another chip from the same wafer after additional etching with the isotropic silicon etch.
Images acquired together with Anton Simon Bjørnlund.
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nanoparticles. If nanoparticles are deposited mostly parallel to the surface normal of
the ATOMICAR-devices, all nanoparticles landing in cavities will be visible in the
TEM, except for those landing on cavity side walls. It is crucial that all nanoparticles
landing in cavities are visible; otherwise, it is impossible to distinguish between a
cavity with a very active nanoparticle or one with several catalytically active particles.

To achieve a directional deposition, nanoparticles have been deposited with a
cluster source from Birmingham Instruments Inc. operated by Karl Krøjer Toudahl,
Julius Lucas Needham and Rikke Plougmann ([105]). In this device, nanoparticles
are, simply put, synthesized in a plasma and directed towards the sample with electric
fields through apertures, and in this way the deposition of the nanoparticles becomes
directional. Such a procedure distributes nanoparticles all over the cavities and on
the front surface of the device. A mask is needed to exclusively deposit nanoparticles
at the center of the electron transparent membrane, and limit the total number of
nanoparticles deposited in the cavity to possibly enable single nanoparticle deposition.
In the following section, it is proven that single particle deposition is possible.

3.3 Isolated single nanoparticles

The ideal mask is a hard mask that can be aligned with an ATOMICAR-device,
and removed after a few nanoparticles have been deposited into each cavity. In the
ATOMICAR group, the development of such a mask is ongoing work, but knowledge
can be obtained from a preliminary approach that was developed in the ATOMICAR
group. Based on an idea from Peter Christian Kjærgaard Vesborg, the PhD-students
Tobias Georg Bonczyk, Anton Simon Bjørnlund and this author etched circular aper-
tures in FLG-sheets covering electron transparent cavities on a previous version of
the ATOMICAR design (the main difference being that the cavity bottom is made
of PECVD SiO2). Subsequently, nanoparticles were deposited through the etched
apertures, and then the FLG-sheet was peeled off with Scotch tape®. In general,
none to a few nanoparticles can be deposited per cavity in this way, if the aperture
sizes are adjusted to the nanoparticle current and exposure time of the cluster source.

To etch the FLG, ∝ 10 mbar of O2 was introduced into the E-cell of the TEM, and
the beam was focused to a circle approximately ∝ 1.5 µm in diameter. It has been
reported in literature that electron beam ablation can be used to sculpture FLG in a
TEM ([106]), but in our experiments, the FLG EELS signal seemed to stabilize after
a period of electron beam irradiation with the microscope settings used. Inspired
by studies of gas-assisted electron beam etching of suspended FLG-sheets with water
vapor in a SEM [107], oxygen was introduced in the E-cell of the TEM to enhance the
etch rate. This procedure proved successful. With gun lens setting 5, spot size 3, an
extraction voltage of 4500 V, and a high tension of 300 kV, the FLG was continuously
etched. During the etch, the FLG signal was tracked with EELS, and in this way,
it could be determined, when all of the FLG had been burned away. An example
of an etched FLG-aperture is shown in Figure 3.11 after nanoparticles have been
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Figure 3.11. Defocused image of nanoparticles deposited on a FLG-sheet with a hole and
suspended across a cavity. A single particle made it through the FLG-aperture of this
cavity, and its location is indicated by a black arrow. Image acquired with Tobias Georg
Bonczyk and Anton Simon Bjørnlund

deposited. The image is acquired out of focus to make the nanoparticles visible at
low magnifications. A single platinum nanoparticle is deposited through the FLG-
aperture and is highlighted with an arrow. There are other nanoparticles visible in
the image, but they are lying on top of the FLG-sheet.

The etch of the FLG-sheet only takes a few minutes per cavity, and any type
of FLG can be used in this procedure. After the FLG-sheet with the aperture has
been peeled off, it would though require a lot of luck, if the cavities with a few
nanoparticles are to be re-sealed by mechanical exfoliation of FLG. Instead, the FLG
can be transferred to the device by a CAB transfer, as described in Section 2.4.

This intermittent method for isolating single nanoparticles is relatively easy to
employ, however it has the obvious drawback that the ATOMICAR-device is heated
during re-sealing of cavities with nanoparticles. This is problematic, if the cavities
are to be sealed in an atmosphere with reactants for a catalytic process. However,
if reactants are loaded subsequently exploiting the finite leak rates, the problem is
circumvented. It is, however, important to note that larger molecules could have
impractically low leak rates. Otherwise, another solution is to work with reactions
that do not start at 60◦C. Mechanical exfoliation of FLG is preferred in the group, as
the experience is that it is possible to achieve the lowest leak rates with this method.
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3.4 Monitoring the internal pressure with EELS

EELS and TEM have been used throughout the PhD-project to examine the differ-
ent versions of the ATOMICAR-design, but whenever the design is altered, these
characterizations become less relevant. Instead of reporting on older versions of the
ATOMICAR-design, this section seeks to present, how EELS can be used to mea-
sure on captured gasses directly. The electron transparency of the cavities makes it
possible to investigate the change in partial pressure of gasses captured inside sealed
cavities. This section demonstrates this, and reports how this type of EELS measure-
ments can be conducted. The fact that different atomic species gives distinct EELS
signals is exemplified in Figure 3.12a. The figure presents an EELS spectrum (ob-
tained approximately a day after inserting the sample in the TEM) containing signal
from nitrogen ([108]) captured in the cavity, as wells as the signal stemming from
the FLG-membrane ([109]) and the oxygen in the cavity bottom. Beam electrons
that scatter on K-shell electrons of carbon, nitrogen and oxygen suffer an energy loss
of at least (approximately) 284 eV, 402 eV, and 532 eV, respectively ([52]). In this
spectrum, the oxygen peak is aligned with an energy-loss of 532 eV to compensate
for energy drift of the GIF, and therefore the onset of the element specific signal
appear slightly shifted. The spectrum was acquired through an electron transparent
cavity in an earlier version of the ATOMICAR-design sealed with mechanically ex-
foliated FLG. This version had TEOS-derived SiO2 cavity bottoms about 100 nm
in thickness, and the strengthening silicon was deposited in a poly-crystalline form.
Figure 3.12a also presents the background-corrected data of the raw data, alongside
background-corrected data from a spectrum obtained after more than an hour of con-
tinuous beam irradiation (dose rate measured on fluorescent screen of the TEM to
be approximately 300 electrons/Å2 s). MATLAB was used to fit a power-law functions
in 30 eV wide windows in front of the elemental-specific signal in order to model the
background below the elemental specific signal.

During this experiment, EELS spectra were acquired to track the nitrogen signal.
The signal remained constant until it dropped abruptly, and the nitrogen signal van-
ished completely (see draft in appendix). The extensive electron beam illumination
appear to damage the FLG, as can be seen from the decreasing carbon signal in Fig-
ure 3.12a, and the beaming might have established a leak pathway for the nitrogen
molecules. This observation verify the interpretation that the nitrogen signal stems
from a gas. The sample was sealed by mechanical exfoliation in ambient air, and so
it was expected that nitrogen gas would be present in the cavities.

Instead of destroying the sample in order to verify that the nitrogen signal is from
N2 gas, another method can be employed. The nitrogen signal can be compared to
reference spectra of nitrogen gas in the E-cell of the TEM collected through a hole in
the sample. In Figure 3.12b, the nitrogen signal from captured nitrogen is compared
to a reference spectrum of 1 mbar nitrogen in the E-cell. The similarity is striking,
and in most cases, the comparison with a reference spectrum is used to interpret
EELS data. Samples with argon captured in cavities have also been examined (see
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draft in appendix). These samples were filled with argon by storing them in an argon
atmosphere.

It is clear from Figure 3.12 that the gas signal is quite low compared to the
background signal. As a result, the quantified nitrogen signal is sensitive to relatively
small fluctuations in the background signal. The density of gasses is much smaller
than that of solid materials, and this is the cause of the diminishing nitrogen signal.
If the cavities were more shallow, the signal would be even smaller, as the projected
gas density would decrease accordingly. As a result, the depth of the cavities cannot
be too small, if the change in the partial pressure of captured gasses is to be tracked
with EELS. Most of the background signal of the nitrogen peak stems from scattering
on the cavity bottom and FLG-seal. Therefore, a thinner seal and cavity bottom will
improve the nitrogen to background signal. However, after the sample has been made,
these thicknesses cannot be changed. To maximize the signal, it can be exploited that
most of the inelastic signal is mainly scattered to small angles. Since, the probability
of scattering on plasmons is much higher than scattering on core-electrons, more
signal from plasmon scattering can be found at higher scattering angles than e.g.
that of core-loss scattering on N2. By operating the microscope in diffraction mode
and using the entrance aperture of GIF to stop electrons scattered above a certain
angle from travelling into the GIF, the ratio between the nitrogen signal and the

(a) (b)

Figure 3.12. (a) Raw EELS data (dark blue) acquired prior to more than an hour of continuous
electron beam irradiation. Fits to the background in front of the elemental specific peaks are
shown with a black dotted line. The background-corrected data from before and after the
extensive electron illumination is plotted in light blue and red, respectively. The approximate
position of the carbon (C K), nitrogen (N K) and oxygen (O K) signal is indicated. Note
that the background-corrected nitrogen signal is scaled by four. (b) Background corrected
nitrogen signal (purple) plotted alongside raw signal of nitrogen gas (light blue) in the E-cell
of the TEM. Both figures from draft included in appendix.
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background can be maximized. Furthermore, the total current of electrons entering
the GIF can be increased using the condenser system of the TEM to increase the
current of electrons with all kinds of energy losses. Alternatively, the exposure time
of the electron detector of the GIF can be increased. The former solution will increase
the total electron beam current to the point that low-loss spectra cannot be obtained
without saturation of the electron detector, and the latter solution can result in long
exposures, during which the sample can drift.

When the change in partial pressure of a captured gas is to be determined with
EELS, the signal has to be calibrated with the low-loss spectrum (or something pro-
portional to it). Depending on the sample thickness and crystallinity, the probability
of obtaining signal from a specific element can vary in magnitude (depending on acqui-
sition parameters), but also the distribution as a function of energy-loss can change.
To account for this, low-loss spectra should also be acquired. By scaling the summed
core-loss EELS signal according to the low loss signal summed over an equally wide
range of energy losses ([51]), the signal obtained is approximately proportional to the
projected density of gas molecules. Only singly scattered signal is proportional to the
density, but for thin samples, the error of summing core-loss scattering that have suf-
fered additional scattering (like plasmon scattering), can be partly compensated for
by calibrating with low-loss signal as just described ([51]). To acquire both low-loss
and core-loss signal great care must be taken.

Low-loss and core-loss signal counts differ by many orders of magnitude. Con-
sequently, it is for many microscope settings impossible to obtain the two without
saturating the electron detector, when collecting low-loss electrons, or in the other
extreme, nearly have no counts of core-loss electrons. If the settings of the TEM are
changed in between the collection of low-loss and core-loss electrons, the two types
of electron signals are not directly comparable. For example, a changed of spot size
or current limiting aperture will change the C2-lens setting, which corresponds to
parallel illumination. Consequently, the area illuminated on the sample has to be
changed to obtain parallel illumination. The influence of different current changing
operations could be characterized and compensated for, but Anton Simon Bjørnlund
and this author decided instead to keep the settings of the TEM constant and instead
changing the magnification of the energy-dispersed signal on the electron detector of
the GIF.

Using spot size 6, gun lens 3, an extraction voltage of 3950 V, a 50 µm C2-aperture,
300 kV, and a dispersion of 0.03 eV/pixel for low-loss electrons and 0.2 eV/pixel for core-
loss electrons, both types of signal could be obtained with exposure times of 0.001 s
and 100 s, respectively. The nitrogen signal was optimal with a camera length of 195
mm and a 1 mm GIF-entrance aperture. The low-loss signal was collected as a sum
of 100 exposures, and for the core loss 3 exposures were used. In order to ensure that
the beam electrons are guided down the column of the TEM in the same way in each
experiment, the diffraction lens is focused on the back-focal plane of the objective
lens. In addition to this, the strength of the C2 lens is changed until the diffraction
pattern is sharp - i.e. illumination of the sample is truly parallel.

As a proof of concept, a cavity on an ATOMICAR-device of the most recent
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(a) (b)

Figure 3.13. (a) Raw EELS and background corrected data from studies of nitrogen (N K)
and oxygen (O K) signal in a cavity on a device of the most recent design. (b) Background
corrected nitrogen signal summed 10 eV before and after center of nitrogen peak. Linear
and exponential fit included. Data acquired with Anton Simon Bjørnlund.

design was investigated in this way after mechanical exfoliated FLG was used to seal
the cavity in ambient air. A typical raw spectrum and the background corrected
data is shown on Figure 3.13, alongside the nitrogen signal summed 10 eV before and
after the nitrogen peak (found with a gaussian fit) for the four measurements of the
experiment. Traditionally, core-loss signal is integrated from the point of steepest
slope of the onset of the signal, but due to the shape of the nitrogen signal, this
would disregard much of the signal. To correct for the background signal, a power-
law function is fitted to a 20 eV wide region in front of the nitrogen signal. The
nitrogen signal might have been even higher just when the sample was inserted, but
due to fine-tuning of microscope parameters, and the study of the adjacent cavity
(which was contaminated), the signal was not tracked when at its maximum.

Low-loss spectra were acquired after each core-loss signal collection. The beam
was moved between the third and fourth measurement, with the consequent move-
ment of the diffraction pattern with respect to the entrance aperture of the GIF. By
aligning the two again, the fourth measurement of cavity could be collected. It is im-
portant that similar data can be obtained when revisiting cavities otherwise results
are not reproducible, and it is difficult to investigate several different cavities in one
experiment. To test that the fourth sample point reproduces the same trend as seen
for the first three points, the data was fitted with both a linear (red line) and an
exponential function (yellow line). Fortunately, the fourth measurement follows the
trend of the rest of the points. If the leak rate was truly linear, it does not matter
that the leak rate is high even though measurements took about 5 min to acquire.
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Conversely, if the leak rate is actually exponentially decreasing, the time averages
overestimates the true value. According to literature the leak rates are exponential
[87], and this is also what is to be expected, if the leakage is purely diffusion driven.
Since, the root-mean-square-errors are 4.6 × 105 and 2 × 104 for the linear and expo-
nential fit, respectively, the exponential fit is the best. However, it is also obvious
that more measurements are needed to determine the leak rate of this specific cavity
with greater accuracy. Compared to the signal, the root-mean-square-error is an or-
der of magnitude lower for the exponential fit. The relative error of course depends
on how much nitrogen is present in the cavity, but it is quite clear that the method
can be used to determine leak rates, and even better estimates can probably be made,
for samples with lower leak rates. With a sample with a low leak rate, the relation
between the magnitude of the nitrogen signal and the absolute partial pressure of
nitrogen can be calibrated. Knowledge about absolute partial pressure would make
it possible to compare the signal from different gasses, making the value of EELS
measurements even higher.

Another important effect, discovered during the EELS measurements, is that the
oxygen peak cannot always be used as a reference peak. During the leak test presented
above, the oxygen signal increased, the general height of the background increased,
and t/λ increased from 0.24 to 0.27 (data treatment with DigitalMicrograph®). This
indicates that an oxygen containing contaminant is deposited during the measure-
ments, and as a result, it is crucial that the low-loss spectrum is used for calibrations
rather than the oxygen peak. This problem have been observed on other samples as
well. In addition to this, other contaminants have EELS signals in the energy-loss
region of N2, making it difficult to accurately determine the N2 signal. An example of
this can be found in Figure 3.14, where the raw data and background corrected data
from the first and last measurement of a cavity is presented. Note that in between
the first and last measurement nothing was done except acquiring spectra (and the
microscope setting is the same for the two studied cavities). Both the increased oxy-
gen signal and a nitrogen signal shape which is not equivalent to that of Figure 3.12b
is seen on this figure. Hence, it is important to find a way of keeping the samples
clean from contamination. The TEM is equipped with a cryo-pump, and this can
be utilized to lower the pressure surrounding the samples in the TEM. However, this
have not solved the problem completely for all measurements. Low-loss calibrations
makes the problem of the changing oxygen-peak less severe, but areas with other
nitrogen species than N2 cannot easily be investigated. Further investigations of this
phenomenon is needed.

Tobias Georg Bonczyk and Anton Simon Bjørnlund have recently used EELS
to examine the leak rates of sealed cavities at elevated temperatures. A heating
holder from Gatan was used to heat an ATOMICAR-device to 500◦C while tracking
the nitrogen EELS signal. This is a significant development for the ATOMICAR-
group, as the experiment indicated that measurements can be conducted at industrial
relevant temperatures. In these experiments, the entire heating holder was heated,
and thermal drift prevented tracking of individual cavities during heating. In this
way, thermal drift makes it impossible to study nanoparticles right after catalysis is
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Figure 3.14. Raw data (blue) from first measurement and background corrected data from
first (light blue) and last (red) measurement on cavity adjacent to that studied in Figure
3.13. Data acquired with Anton Simon Bjørnlund.

initiated. The following section describes efforts to solve this problem.

3.5 Ongoing work
This section presents ideas for the further refinement of the ATOMICAR-design. It
is not the aim to discuss the different ideas in detail, but to sketch the potential of
them.

All of the designs that have been developed during the PhD-project of this author
used the full thickness of the free-standing slab as the cavity depth. It would be ideal,
if the slab thickness and cavity depth could be decoupled, as this would allow for
optimization of the cavity geometry while the free-standing slabs could be widened to
increase the density of cavities. However, it is difficult to imagine how such a situation
can be achieved, if only etching from the front side of the ATOMICAR-devices are
considered. The material left as the cavity bottom will, in the present design, also be
the thickness of the electron transparent region of the device. Hence, the etch of the
cavities need to extent nearly all the way through the freestanding slab, in order to
obtain sufficiently thin electron transparent bottoms. Etches from the backside could
solve this issue, and experiments should be conducted to investigate, if it is possible
to thin down parts of the freestanding slabs from the backside. This approach have
not yet been explored in the ATOMICAR-group. In the case that the free standing
slabs are to be thinned down from the backside, resist should be spray-coated rather
than spin coated ([62]). Otherwise, the structures already etched from the backside
will be filled with resist (see section 3.2.2). In photo-lithography, the resolution, with
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which structures can be defined in a resist, depends on the distance between laser
and resist. For instance, if a hard mask is used to pattern the resist, the square of
the resolution (defined from the minimal resolvable linewidth) that can be obtained
using photo-lithography depends approximately linearly on the distance between the
mask used to pattern the resist and the resist ([62]). Neglecting the effect of the resist
thickness, a 365 nm laser would theoretically have a resolution on the order of 11 µm
on the backside of the freestanding slabs in the present design. As a consequence, the
minimal area that can be thinned down from the backside of the free-standing slabs
is quite large.

An alternative approach that this author have investigated is to utilize that silicon
expands when oxidized. By only etching the front side oxide in the fourth step of
the protocol, the strengthening silicon layer will be exposed to the environment both
on the backside of the slabs and at the bottom of the cavities. If the silicon is then
oxidized, the front of the silicon oxidation progressing from the bottom of the cavities
etched on thermal SiO2 will reach that of the oxidation from the backside of the slab
before the whole of the strengthening silicon is oxidized. This process will leave the
bottom of the cavities elevated, as compared to before the oxidation. If the front side
is coated with silicon nitride, the SiO2 beneath the nitride can be removed from the
backside with HF to create an electron transparent silicon nitride bottom lifted above
the bottom of the free-standing slab. A proof of concept of this approach has not
yet been achieved, but preliminary tests show that the two oxidations fronts move
as speculated. A cross section of a freestanding slab with a strengthening silicon
layer oxidized both through cavities in the front side and from the backside is shown
in Figure 3.15a. The slab consists of several layers including a silicon nitride layer
passivating against oxidation from the front side in regions outside the cavity, but
for the purpose of testing the design idea, only the oval-shaped SiO2 structure at the
bottom of the cavity and the oxide layer on the backside of the slab is important. A
longer oxidation would make these two fronts connect, and possibly elevated nitride
bottoms could be achieved.

A major weakness of the present design is that there is no integrated heater struc-
ture. Consequently, the whole device has to be heated, if experiments are to be
conducted at elevated temperatures. This creates issues such as thermal drift. Fur-
thermore, the narrow opening through the chips limits the scattering angles that can
be investigated in the TEM. To avoid this problem, commercially available devices
developed for in situ studies of catalysis places the catalysts on/in large thin mem-
branes, which can be heated by joule heating [40][41][110][42]. The minute amount
of material can be heated fast with small amounts of energy, and the relative long
distance from heated region to bulk chip combined with the geometrical expansion
from membrane to bulk chip ensures that the rest of the chip is basically in thermal
equilibrium with the environment - even though the region with catalysts is heated.

By implementing a dip in a solution with KOH after step 2 in the protocol, most
of the material in between the freestanding-slabs can be removed. On Figure 3.15b,
an example of the effect of such a dip on ATOMICAR-structures is shown. Since,
the etch rate of thermal SiO2 by a KOH solution is lower than that of silicon, the
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(a) (b)

Figure 3.15. (a) Cross section of free-standing slab with a silicon layer oxidized both through
cavities on the front side and from the backside. At the top of the slab is a SiO2 layer,
beneath that is a strengthening silicon layer. After cavities have been etched into the SiO2
on the front side of the wafer, it is again oxidized in a furnace, and the profile of the oxidized
silicon can be seen to progress both from the backside of the slab (lowest lying layer) and
through the cavity (oval structure). (b) Cross section of sample after a dip in KOH solution.
Note the triangular beams sustaining the front side. Unbroken freestanding slabs appear
bright and rectangular.

slabs are largely left unetched. The etch rate of silicon varies between crystal facets
([62]), and as a result, triangular beams are left between the free-standing slabs after
a KOH-etch. Using this method, it has been possible to remove most of the material
beneath 2 × 2 mm2 areas, while the triangular beams still support the membranes.
During the KOH-etch, the front side can be protected by a thin PECVD silicon
nitride layer on LPCVD silicon - both of which can be removed after the KOH-etch.
The test structure shown in Figure 3.15b can still withstand mechanical exfoliation.
Utilizing this method, heater structures defined on the center of a structure similar to
that presented in Figure 3.15b could potentially heat ATOMICAR-devices, while the
bulk chip is still at room temperature. On-chip heating would be very beneficial for
ATOMICAR’s efforts of measuring catalysis in situ, and it should be implemented in
future versions of the ATOMICAR-design.



CHAPTER4
Discussion &
Conclusion

Prioritizations and choices made in the design of the present ATOMICAR-design have
been discussed as the design has been presented in this thesis. Possible refinements
of the design have already been elaborated on in the previous chapter, and therefore
this brief chapter is dedicated to discussions of the methods employed in more general
terms.

AM-AFM relies on the assumption that the interaction between cantilever and
sample stays constant throughout the scan of the sample surface. However, as dis-
cussed in Sections 2.2 and 3.1.1, the assumption is not always justified, and in this case,
great care must be taken to calibrate the measurements. Other types of AFM could
have been employed to circumvent this issue, e.g ”Contact Mode AFM” (CM-AFM
([56])). Topographic information is obtained in CM-AFM by using the tip-sample
force as the set-point parameter: The deflection of the AFM cantilever is kept con-
stant, as the tip is dragged across the surface, and in this way, the interaction force
between sample and cantilever is the same throughout the scan. Unfortunately, con-
stant contact can result in sample damage, as the cantilever tip applies a force in the
direction of the scan on the sample. This is not a preferable situation, if very thin
graphene sheets are to be imaged.

Peak force tapping AFM ([111]) combines the strength of AM-AFM and CM-AFM.
In this AFM technique, the cantilever is oscillated, while the tip-sample interaction
force is monitored. Exploiting this setup, the peak tip-sample force can be controlled,
while the oscillating cantilever is scanning the sample without applying a lateral force
to it. A number of artifacts of AM-AFM scans discussed in this thesis could be avoided
with this technique, however it requires specialized equipment to conduct Peak force
tapping AFM. While this would ease the use of the AFM, it doesn’t change the general
characteristics of the AFM: high spatial resolution, but slow image acquisition speed.
Additionally, AM-AFM can without doubt be used to track, the internal pressure of
sealed cavities, and therefore, a more refined AFM technique might not drastically
improve measurements of the shape of the FLG seals.

There exist other methods, which can be used to probe the tension in a suspended
membrane. Bunch et al. ([112]) used optical methods to excite and detect oscilla-
tions in suspended graphene-sheets at their resonance frequency. Since the resonance
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frequency of a membrane depends on its tension, this type of measurements can be
used to determine the pressure difference across a sealing graphene-membrane ([73]).
In the ATOMICAR group, the PhD-student Yanxin Liu has demonstrated that the
resonance frequency of a cavity can be determined within one second with good ac-
curacy, and therefore this type of optical measurements can be used complementary
to AFM measurements, and to investigate many more cavities than is possible with
an AFM. However, real space images still provide valuable information about FLG
sheet shape, and they should be used to investigate whether optimal measurements
change experimental conditions (the laser could heat the sample).

Mechanical exfoliation is preferred by the ATOMICAR-group, however this graphene
transfer method is most efficient, if samples are cleaned in an oxygen plasma prior
to graphene transfer. In the case that single nanoparticles have been isolated in
each cavity, such a treatment could potentially oxidize the nanoparticles and alter
their properties. The transfer yield of mechanical exfoliation has not been rigorously
investigated as a function of time passed since plasma cleaning, but preliminary ex-
periments indicate that samples do not need to be sealed directly after plasma clean-
ing. If samples were plasma cleaned in the vacuum of the used cluster source, before
nanoparticles are deposited, and sealed immediately after the sample is removed from
the cluster source, oxidation of the nanoparticles might be avoided.

When the thickness of the electron transparent bottoms is eventually made thin-
ner, two issues may arise. First of all, thickness variations in the sealing FLG sheet
may lead to large variations in t/λ from cavity to cavity, hence it becomes increasingly
important that the acquired EELS spectra do not exclusively contain single-scatter
signal. As long as low-loss spectra are acquired, fourier-ratio deconvolution can be
used to account for this. Using fourier-ratio deconvolution, the single-scattered core-
loss spectrum can be recovered from the acquired EELS spectra, and in this way,
thickness variations will not affect the measurements. Whenever such a procedure
is employed, it is important to ensure that the dispersion (in terms of eV/pixel) is
calibrated for both low-loss and core-loss spectra. This type of calibration can be
carried out with a sample of boron nitride and hydrogen in the E-cell of the TEM.
Secondly, the thinner the cavity bottoms are, the larger the leak through them will
be. Consequently, the optimal cavity bottom thickness might not be as thin, as if
only electron transparency was prioritized.

Relevant TOFs are comparable in size to the leak rates reported by Bunch et
al. ([73]). As a result, measurements of the internal pressure of cavities should be
accurate, when the catalytic activity of single nanoparticles are to be investigated.
In addition, cavity-to-cavity variations in the leak rate ([87]) will obscure qualitative
comparisons of the evolution in the internal pressure of sealed cavities. Future work
should aim to reduce the leak rates, as this will solve the problems listed in this
paragraph.

Finally, it should be mentioned that during the period that this thesis has been
written, the ATOMICAR-group have initiated work aimed at performing catalysis in
the cavities of the present ATOMICAR-device.
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In this thesis, the design of a novel tool has been presented, and it has been argued
that it can facilitate studies of single particle catalysis. The device consists of arrays
of micron sized electron transparent cavities in which a single to a few nanoparticles
can be isolated from the environment by seals of few-layer-graphene (FLG). It has
been demonstrated that the total internal pressure of these miniature cavities can
be monitored via AFM measurements of the shape of the sealing membrane. More-
over, it is shown that the partial pressure of gasses kept in sealed cavities can be
tracked with electron energy loss spectroscopy through the electron transparent cav-
ity bottoms. Exploiting these two methods for probing the internal pressure of sealed
cavities, pressure changing chemical reactions catalyzed by single nanoparticles can
potentially be investigated with this new tool. In addition, a method for isolating
single nanoparticles in the cavities has been invented. In this way, a platform for
investigations of single particle catalysis has been developed, and it is the hope that
the device can aid the search for new catalysts to the benefit of society.



Appendix





 1 

Record-low leak rates of graphite-sealed SiO2 

cavities 

Hjalte Rørbech1, Zhongli Wang1, Yan-Xin Liu1, Tobias G. Bonczyk1, Edwin Dollekamp1, Lau M. 

Kaas1, Sofie Colding-Jørgensen2,3, Anton S. Bjørnlund2, Kristian S. Mølhave3, Stig Helveg2, 

Peter C. K. Vesborg1,2* 

1Surface Physics and Catalysis (SURFCAT), Department of Physics, Technical University of 

Denmark, DK-2800 Kgs. Lyngby, Denmark 

2Center for Visualizing Catalytic Processes (VISION), Department of Physics, Technical 

University of Denmark, DK-2800 Kgs. Lyngby, Denmark  

3National Centre for Nano Fabrication and Characterization (Nanolab), Technical University of 

Denmark, DK-2800 Kgs. Lyngby, Denmark 

KEYWORDS: Membranes, Two-dimensional materials, Graphite-sealed, Cavities, Graphene, 

TEM, EELS 

ABSTRACT. The remarkable ability of graphene to seal silicon-fabricated substrates has been 

utilized in numerous devices such as pressure sensors, molecular valves, and electron-transparent 

liquid reactors. However, graphene-sealed devices in general exhibit leak rates preventing them 

from reaching their full potential. In this study, we sealed a cavity etched in SiO2 with mechanically 
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exfoliated graphite, and using an atomic force microscope to track the membrane deflection, we 

show that it is possible to achieve leak rates down to ~121 molecules/s for ambient air. This is 

three times lower than previously reported leak rates of similar structures. To provide independent 

evidence for this unexpected behavior, we fabricated electron-transparent cavities and verified the 

slow leak of ambient nitrogen directly using electron energy loss spectroscopy. Our results suggest 

that the performance of graphite/graphene-sealed devices can be improved further, and thus their 

application could be expanded. 

 

TEXT. Today, it is well-established that graphene is impermeable to all gases [1-7], besides, 

perhaps, hydrogen [5]. This phenomenon was first described in pioneering work by Bunch et al. 

(2008) [2]. Since then, several fields of science have exploited this trait of graphene [8]. For 

example, devices that can selectively sieve molecules [6], devices with molecular valves [1], 

pressure sensors [9-12], and electron-transparent liquid cells have been developed based on this 

property of graphene [13-18]. 

In 2008, Bunch et al. [2] presented the pioneering study of gas diffusion in and out of cavities 

made in SiO2 and sealed with mechanically exfoliated graphene. In their study, the pressure and 

species of the gas contained in the cavities were changed in a pressure chamber. This was achieved 

by letting the cavities equilibrate with the atmosphere of the chamber  ̶  either filled with a loading 

gas or pumped to vacuum. Using laser interferometry, Bunch et al. [2] tracked the resonance 

frequency of the graphene-membranes suspended across the sealed cavities, while the ambient 

pressure was changed. From these measurements, they estimated leak rates, which did not depend 

on the number of graphene layers sealing the cavities. Therefore, it was concluded that graphene 
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is impermeable to gasses. Recently, another study proved the impermeability of graphene with 

even lower experimental uncertainty in graphene-sealed graphite cavities [5].  

In this work, we revisited SiO2 as the cavity substrate and sealed plasma etched cavities with 

graphite. We detected a leak rate of ambient air, which is three times lower than what has hitherto 

been reported, by tracking the shape of a pressurized graphite-membrane with an atomic force 

microscope (AFM). Low leak rates are crucial for the utilization of the impermeability of graphene 

in any of the aforementioned technological applications (Pressure sensors, molecular valves, and 

electron-transparent liquid cells), and our finding suggests that the performance of such devices 

could be improved further.  

The fact that the observed leak rate is exceptionally low raises the question, if the apparent slow 

outflow of molecules indeed is caused by a miniscule leak of ambient air or another phenomenon; 

especially as the examined structure is substantially similar to those described in literature [1-4, 6, 

7]. We present a microchip containing cavities similar to those studied by Bunch et al. (2008) [2], 

but in an electron-beam transparent 3D layout, which, to our knowledge, for the first time permits 

direct Electron Energy Loss Spectroscopy (EELS) measurements on gasses captured with graphite. 

With this device, we observe cavities with a slow leakage of ambient nitrogen and validate our 

interpretation of our AFM investigations.  

In the following, we first present a sample (referred to as Sample 1) cut from a wafer with 

cavities etched in thermal SiO2. The cavities were sealed by mechanically exfoliating graphite on 

the sample in ambient air, and with this sample, we prove the existence of unusually leak-tight 

cavities. Secondly, we independently verify the existence of such cavities using an electron 

transparent sample (Sample 2) fabricated on another wafer. We use a third electron transparent 
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sample (Sample 3) from yet another wafer to demonstrate the capabilities of our electron 

transparent structures and motivate the applicability of the design.  

 

After fabrication and sealing with mechanically exfoliated graphite (see Supplementary 

Information (SI)), we positioned Sample 1 under an AFM inside a chamber with controllable 

pressure. The chamber was pumped to a pressure below 6 mbar (limited by chamber leak rate), 

and the difference between the internal pressure of graphite-sealed cavities and the residual 

pressure of the AFM chamber caused the graphite membranes to bulge outwards. With the AFM, 

we tracked the maximal deflection of a graphite membrane sealing a cavity with a low leak rate. 

Figure 1a shows an optical image of the graphite flake on Sample 1 sealing the studied cavity 

(indicated with a red arrow). A representative background-removed (defined in the SI) AFM image 

of the cavity of interest is shown in Figure 1b. We defined the maximal deflection as the distance 

between the maximal Z-coordinate (median of 19 by 19 points in the central area) and a line 19 

pixels wide between the lowest points in a cross section of the AFM image, as depicted in Figure 

1c. Figure 1d shows the maximal deflection of the graphite sheet, covering the cavity, tracked at 

low pressure for 8 days. Due to a small, but evident, scatter in the measured maximal deflection, 

the measurements at minimal chamber pressure are fitted with a straight line to identify the total 

change in maximal deflection. The total change in deflection is -1.26 nm (95% confidence interval 

(CI95): -2.16 nm to -0.36 nm). This minute change, over the course of 8 days, suggests that the 

leak rate of the cavity is exceptionally small. 
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Figure 1. Leak test of a graphite-sealed cavity on Sample 1 with AFM in the pressure chamber. a) 

Optical image of Sample 1 with an arrow indicating the investigated cavity. b) Background-

removed AFM image of the cavity with low leak rate. c) Average of 19 scan lines centered on the 

scan line with the maximal deflection. The red circle indicates the point of maximal deflection, 

and the black line is used to define zero deflection. d) Maximal outward deflection of the graphite 

membrane suspended over the leak-tight cavity at external pressures of 3-6 mbar (black circles). 

Measurements depicted as red, blue, or yellow crosses are from a pressure sweep introduced later. 

A linear fit to the black circles is plotted and the total deflection change of the fit is noted in the 

legend with 95 % confidence interval (CI95).  
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   The leak rate of the cavity, causing a slow decrease in the membrane deflection, can be 

calculated by modelling the relationship between a pressure difference across a suspended graphite 

membrane and the membrane deflection [6]. For small changes in membrane deflection, the 

adequateness of the model depends on knowledge of the initial pressure inside the cavity, which 

is difficult to determine with accuracy for ambient air. However, we can leverage our ability to 

control the ambient pressure of the AFM to measure the derivative of the membrane deflection 

with respect to the pressure difference across the membrane, i.e., the sensitivity. Such variable-

pressure tests were carried out during day 5 and 6 of the leak test, and the resulting membrane 

deflections determined with an AFM are marked with crosses on Figure 1d and Figure 2. Maximal 

deflections plotted as red, blue, and yellow crosses were obtained at a chamber pressure of 

approximately 50 mbar, 100 mbar, and 150 mbar, respectively. Since the duration of the pressure 

sweeps are small, compared to the whole leak test (see Figure 1d), it is assumed that these sweeps 

do not influence the leak tests significantly. In Figure 2, only the measurements from the pressure 

sweeps are included, and the maximal deflection is plotted against the chamber pressure. Using a 

linear fit, the change in maximal deflection per mbar change is determined to be -0.19 Å/mbar 

(CI95: [-0.23 Å/mbar, - 0.15 Å/mbar]). 
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Figure 2. Sensitivity of studied graphite-sealed cavity on Sample 1 obtained with AFM inside the 

pressure chamber. The maximal deflection of the graphite membrane suspended over a cavity at 

49.5-51.5 mbar (red crosses), 95.5-97.5 mbar (blue crosses) and 145.5-147.5 mbar (yellow crosses) 

is shown. A linear fit is plotted, and the total deflection change per mbar of the fit is noted in the 

legend.  

 

Combining data from Figure 1d and Figure 2, the pressure change can be determined to be 66 

mbar (CI95: [17 mbar, 115 mbar]) over the course of the leak test (confidence interval calculated 

using the error propagation law). Assuming a temperature of 293 K and using a cavity depth and 
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diameter of 1.3 µm and 6.5 µm, respectively, the time-averaged leak rate corresponds to 121 

molecules/s (CI95: [31 molecules/s, 210 molecules/s]) (see SI). This record-low leak rate is 

surprising for a SiO2 cavity sealed with graphite in ambient air, when no additional treatment has 

been carried out to further seal the cavity [3, 4]. Similar structures sealed by mechanical exfoliation 

have been reported to exhibit significantly higher leak rates; from approximately 300-2000 

molecules/s (~ 300 only reported once) for ambient air or N2 [2, 6]. As argued above, indirect 

measurements of the leak rate in principle leaves the leak rate of a specific gas undetermined. 

Using Sample 2, we address the need for a direct observation of the leakage of ambient air.  

 

Information, about the species of the captive gas, is fundamentally inaccessible through 

measurements of the graphite-membranes deflection in structures such as that examined above. 

This motivated us to design and fabricate an electron-transparent sample, referred to as Sample 2 

(see SI), on which gas captured with a graphite membrane can be investigated with EELS. We 

mimicked Sample 1, and structures studied in literature [1-4, 6, 7], by using thermally grown SiO2 

as the front side material in our design, and electron transparency was ensured by 100 nm thick 

SiO2 cavity bottoms. Following the fabrication, graphite was mechanically exfoliated on Sample 

2 using the same procedure as for Sample 1 (see SI). Although gas mixtures have been studied 

with EELS [19, 20], our electron transparent design is the first, to our knowledge, to facilitate 

direct EELS measurements on gas captured in SiO2 cavities by a graphite-seal. 

 

To investigate Sample 2, we used a FEI TITAN 80-300 ETEM (Environmental Transmission 

Electron Microscope) equipped with a differential pumping cell that allows the introduction of a 

few mbar of gas at the specimen plane [21]. We operated the microscope at a primary electron 
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energy of 300 keV in broad-beam image mode, keeping illumination conditions and the electron 

dose rate (approximately 300 e/Å2/s) constant from measurement to measurement. By choosing a 

beam diameter smaller than the studied cavities, we ensured that beam induced phenomena were 

limited to the studied cavity during measurements, and that adjacent cavities were minimally 

exposed. A post-column Gatan Image Filter (GIF) Tridiem 863 was used to acquire electron energy 

loss (EEL) spectra with an energy dispersion of approximately 0.2 eV/pixel and an energy 

resolution, defined as full-width half maximum of the zero loss peak, below 2 eV. Note that to 

remove energy drift of the GIF, the oxygen signal maximum was fitted with a Gaussian distribution 

and aligned with 532 eV in all EEL spectra obtained on cavities. This unfortunately also shifts the 

onset of the element specific EEL signal. The background EEL signal was modelled with a power-

law function fitted to the spectrum regions preceding the elemental specific C K, N K and O K 

signal and finally removed from the ionization edge regions of the EEL spectra.  

Figure 3a shows a raw EEL spectrum acquired on a cavity on Sample 2. After more than one 

hour of electron beam illumination of same graphite-sealed cavity, another spectrum was acquired.  

Both EEL spectra are plotted alongside each other on Figure 3a after background removal. The 

spectra clearly reveal the C K-, N K- and O K-ionization edges, and both the characteristic energy 

loss near edge structure of graphite [22], the gaseous fingerprint of N2 [20], and the oxygen signal 

from the cavity bottoms can be identified.  

Initially, a N K-edge signal was clearly seen at an energy loss of 401 eV, but after more than 1h 

of electron illumination, the C K-edge signal was significantly reduced, and the N K-edge signal 

had disappeared. The long-term electron illumination of the cavity therefore appears to have 

inflicted beam damage on the graphite seal with the consequent sudden disappearance of the 

nitrogen peak (when a leakage pathway was established). Furthermore, the N K-edge signal in 
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Figure 3a appears comparable in shape to that of a reference measurement of N2 gas shown in 

Figure 3b. Note that the raw reference N2 signal does not have an oxygen signal to align with. This 

is the cause of the shift in energy between the two spectra on Figure 3b. Unfortunately, the huge 

background signal in front of the O K EEL signal stemming from the electron transparent SiO2 

window masks the gaseous oxygen signal. Thus, these measurements unequivocal proof that the 

content of the cavity was air/nitrogen. Several other cavities were examined individually in the 

same way. In all investigated cases, the N K-edge signal disappeared after continuous electron 

illumination.  

 

 

Figure 3. EELS data in the core-loss region including the C K (284 eV), N K (401 eV), and O K 

(532 eV) ionization edges. The spectra were acquired on TEM-transparent Sample 2. a) Energy-

aligned EEL spectrum (blue) was collected by probing a sealed cavity a day after the sample was 

inserted in the vacuum of the microscope. In addition to the raw EEL spectrum (continuous 

spectrum), background fitting and extrapolation (stippled black lines), and background-corrected 

spectra at the three ionization edges are shown. After more than one hour of continuous electron 

illumination and data acquisition, the background-corrected EEL spectrum was obtained (red) 
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showing absence of nitrogen. The N K signal was magnified by a factor of four in this figure. b) 

Average of three raw nitrogen spectra (purple) acquired through a hole in the sample with 1 mbar 

nitrogen in the differentially pumped cell of the microscope. The N K edge from Figure 3a is 

superimposed for comparison.  

 

The N K-edge signal is proportional to the number of nitrogen molecules in the cavities and can 

therefore be used to measure the leakage. Sample 2 was taken out of the microscope after two days 

and stored under vacuum (< 10-1 mbar) for 17 days. Then, it was reinserted in the microscope to 

be examined using the same settings of microscope. The sample transfer through ambient took a 

short time. In order to quantify the N K signal, the nitrogen white line was fitted with a Gaussian, 

and the signal within three standard deviations of the center of the Gaussian fit was integrated. 

Low-loss spectra acquired directly before or after spectra containing the nitrogen signal were used 

to scale the integrated number of counts. During the initial part of the leak test, the content of 

nitrogen gas was verified for several cavities, as described above. The first measurements from 

these tests are plotted as black circles in Figure 4a for comparison. Representative data from one 

of these verifications are included in Figure 4b. The nitrogen content of three different graphite-

covered cavities (red, yellow, and blue in Figure 4a) was measured several times during the leak 

test, and the integrated white-line of the nitrogen signal is shown in Figure 4a. Note that the scatter 

in the data of Figure 4a is similar for colored and black circles indicating that the scatter mainly is 

measurement related. Since the nitrogen signal is small, it is sensitive to fluctuations in the 

background signal. The data shown in Figure 4b illustrates how the nitrogen signal disappears 

suddenly during electron beam illumination, as described earlier. Besides establishing a leakage 

pathway, extensive beaming does not influence the measured nitrogen signal.  
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Figure 4. Leak test of Sample 2 based on EELS. a) The integrated background-corrected white-

line N K edge signal for three different cavities (yellow, blue, and red) are plotted against the time 

under vacuum. Data from the first measurement on other cavities plotted as black circles for 

comparison. Linear fits to “blue” and “red” cavities colored blue and red, respectively. b) 

Representative integrated background-corrected white-line N K edge signal as function of 

measurement time.  

 

   We use Figure 4a to estimate the leak rate of two cavities. The beam punctured the “yellow” 

cavity after the second exposure. This cavity, however, appears to behave similarly to the blue 

cavity. Therefore, the “blue” and “yellow” cavities are examined as one. Since the cavity volume 

approximately is 130.2 µm3, the nitrogen signal did not differ a lot after two days in vacuum. 

However, after 19 days in vacuum, the difference became appreciable. From rough linear fits, the 

leak rates are estimated to 714 molecules/s and 368 molecules/s for the “red” and “blue” cavity, 

respectively (see SI “leak rate calculation”). As a consequence of the scatter in the data, both fits 

include the first measurements of the “red”, “blue”, and “yellow” cavity. The leak rate of the “blue” 
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cavity appears to be much lower than usually observed for SiO2 cavities. The EELS measurement 

thus provides independent verification of the existence of SiO2 cavities with low leak rates, and 

validates our interpretation of the AFM measurements.  

Analysis of Figure 4 indicates that our design is useful and complementary to AFM studies, 

when measuring leak rates of ambient air. Now, we present a second electron transparent sample, 

Sample 3, in order to elaborate on the capabilities of our new design. So far, to our knowledge, 

mixtures of gasses captured with graphite-membranes have not been studied, as this is difficult 

through measurements of the graphite-membrane. However, with Sample 3, we obtain an EEL 

spectrum of a captured gas composed of both argon and nitrogen. 

 

Conceptually, the design of Sample 3 and Sample 2 is the same, except that the electron transparent 

cavities are arranged differently on Sample 3 (see SI). After fabrication, a graphite flake was 

transferred to the sample using CAB (see SI). This sample exhibits higher leak rates than Sample 

1 and 2 making it easier to exchange the captured gasses.  

Sample 3 was stored in the pressure chamber, containing the AFM, for two days in 1 bar of 

ambient air and 0.8 bar of argon. Then, the sample was transported to the microscope used for 

investigations of Sample 2 to carry out EELS measurements on two graphite-sealed cavities. 

Figure 5a shows data from one of the cavities and reveals a clear Ar L2,3- and N K-ionization edge 

indicating that Ar diffused into the cavity during its storage in the AFM chamber. An AFM 

overview of the graphite-covered area on Sample 3 is shown in Figure 5b. An arrow is used to 

indicate the cavity studied in Figure 5a. The EEL spectrum obtained on Sample 3 demonstrates 

that signals from several gas species captured in graphite-sealed membranes can be simultaneously 

investigated and compared in our design. This could be exploited to study the leak of gasses, while 
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simultaneously controlling the absolute pressure difference across graphite-membranes with 

another fast leaking gas. Such measurements could reveal whether the leakage of gasses depend 

on absolute or partial pressure differences [4]. Such investigations, however, are beyond the scope 

of this study. 

 

 

Figure 5. Perspectives of TEM-transparent design demonstrated with Sample 3. a) Background 

corrected EELS signal of Ar L2,3 (245 eV), C K (284 eV), N K (401 eV), and O K (532 eV) 

ionization edges. The N K signal is magnified by a factor of ten. b) AFM overview of graphite-

covered area obtained at approximately zero mbar in the pressure chamber. The EELS data, 

presented to the right, is from the cavity indicated by an arrow. 

 

In this study, we observed low leak rates on the wafer thick Sample 1 as well as on the TEM-

transparent Sample 2 with 100 nm thick SiO2 bottoms. This suggests that the distance to ambient 

through SiO2 is not of great importance. Thus, our results are consistent with those of Lee et al. 

(2019) [3] and Manzanares-Negro et al. (2020) [4]. These studies successfully reduced the leak 

rates by plugging the graphene membrane edge with e-beam deposited SiO2 [3], or by using an 
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AFM diamond tip to press the graphene sheet closer to the substrate [4]. Together, these findings 

and our data motivate the hypothesis that the mechanism, governing the leak rate, acts at the 

interface between the substrate and graphene. The nature of the leak mechanism is still, on a 

physical level, undetermined, and therefore the leak rates cannot be controlled and engineered. In 

our experience, both graphene transfer yield and leak tightness of the sealed cavities heavily 

depend on when the samples were plasma cleaned during the process. Furthermore, low SiO2 

surface roughness is also of great importance. Both of these observations support the hypothesis 

that the interface between graphite and substrate determines the leak rates, but there is a need for 

a rigorous statistical investigation.  

   To our knowledge, no one has yet achieved as low leak rates as we report in graphite/SiO2 

structures without additional treatment of the graphite-seal after transfer. This could be due to the 

fact that leak tests must be very long or carried out under non-ambient pressure with an AFM or 

with EELS in order to distinguish between very leak-tight and very fast leaking cavities.  

 

In this study, we have presented data that proves the existence of sealed graphite/SiO2 cavities 

with record-low leak rates. TEM investigations of cavities sealed with mechanically exfoliated 

graphite supported leak tests carried out with an AFM. Our TEM transparent design facilitated 

direct measurements of captive gasses, and we anticipate that the novel TEM-transparent design 

will bring new knowledge to the research field of 2D materials. The advantages of controlling and 

obtaining the minimal leak rate are obvious: Pressure sensors based on truly leak-tight graphite 

seals would be free of hysteresis/memory and molecular sieving will be even more selective. Our 

work shows that the leak rates can potentially be optimized even without additional treatment.  
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