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Abstract

The prospects of inducing and engineering novel properties in condensed-matter systems by external
perturbation have stimulated a significant interest in the field of non-equilibrium condensed-matter
physics, which also benefit from the recent experimental progress in the fabrication and control of
nanostructures and low-dimensional materials. In this thesis, we study a selection of steady-state
phenomena in interacting nanostructured and low-dimensional condensed-matter systems out of equi-
librium within two main lines of research: I) quantum transport in two particular nanostructures engi-
neered for thermoelectric and information science purposes, and II) periodically driven low-dimensional
systems.

In the first part of the thesis we discuss two projects where electron currents between reservoirs
with different electrochemical potentials drive the non-equilibrium behavior: i) interaction-mediated
thermoelectric effects in Coulomb-coupled quantum dots, and ii) non-local transport properties of a
Cooper pair splitter. In project i), we set up a master equation with rates calculated from the T
matrix. This enables us to discuss the role of higher-order (cotunneling) processes in the general case
of energy-dependent couplings to external leads. Both aspects (higher-order processes and energy-
dependent couplings) become important in discussing the optimization of the interaction-mediated
energy-exchange that enables a cooling-by-current behavior in the device. In project ii), we propose
to characterize a Cooper pair splitter in terms of the distribution of electron waiting times between
tunneling events, and we show how such transport statistics, including analytical results for the more
conventional finite-frequency shot noise, can provide valuable insights into the transport processes.

In the second part of the thesis, we study condensed-matter systems perturbed by periodically
oscillating electric fields. We first consider the periodically driven non-interacting single level and
square-lattice, where for the former we provide an explicit example of how the periodically driven
system approaches a non-equilibrium steady state. Thereafter, we turn our attention to the Coulomb-
interacting case in the two-dimensional square-lattice Hubbard model. Guided by our knowledge in
equilibrium, we consider fluctuations around the antiferromagnetic mean field and discuss how prop-
erties of the system change with a periodic drive. We show examples of how the drive can induce
dynamics in the antiferromagnetic mean field and tune the magnon velocity. We highlight the impor-
tance of collective-mode excitations which, as we show, in general have a non-thermal distribution,
which in turn may destabilize antiferromagnetism. Finally, we outline a route for future studies, in
particular by deriving analytical results for fluctuations in the periodically driven level, which we show
provide valuable insights into the on-set of mean-field configurations also out of equilibrium.

v





Resumé

Udsigten til at inducere og designe nye egenskaber i faststofsystemer ved ekstern påvirkning har
stimuleret en stor interesse i feltet uligevægts faststoffysik, der også nyder gavn af nylige eksperi-
mentelle fremskridt i fabrikationen og kontrollen af nanostrukturer og lav-dimensionelle materialer. I
denne afhandling studerer vi et udvalg af steady-state fænomener i vekselvirkende nanostrukturerede
og lav-dimensionelle faststofsystemer ude af ligevægt indenfor to hovedspor: I) kvantetransport i to
specifikke nanostrukturer designet for termoelektriske og informationsvidenskabelige formål, og II)
periodisk drevne lav-dimensionelle systemer.

I den første del af afhandlingen diskuterer vi to projekter hvor strømme af elektroner mellem
reservoirer med forskellig elektrokemiske potentialer driver uligevægts effekten: i) vekselvirknings-
medierende termoelektriske effekter i Coulomb-koblede kvantedots, og ii) ikke-lokale transport egen-
skaber i en Cooper par splitter. I projekt i) etablerer vi en master-ligning med rater beregnet fra T
matricen. Dette muliggør en diskussion af højere-ordens processers (cotunnelering) rolle i det generelle
scenarie med energi-afhængige koblinger til eksterne ledere. Begge aspekter (højere-ordens processer
og energi-afhængige koblinger) er vigtige i en diskussion af optimeringen af den vekselvirknings-
medierende energy-udveksling der giver systemet dets køling-ved-strøm egenskaber. I projekt ii) fores-
lår vi at karakterisere en Cooper par splitter ved hjælp af fordelingen af elektron ventetider mellem
tunnelerings events, og vi viser hvordan sådan transport statistik, inklusiv analytiske resultater for
den mere konventionelle endelig-frekvens støj, kan give værdifuld indsigt i transport-processerne.

I anden del af afhandlingen studerer vi faststofsystemer perturberet af periodisk oscillerende elek-
triske felter. Vi undersøger først det periodisk drevne niveau og kvadratiske gitter uden Coulomb
vekselvirkninger, hvor vi i førstnævnte tilfælde ser et eksplicit eksempel på hvordan det periodisk
drevne system går mod en periodisk steady-state opførsel. Dernæst vender vi opmærksomheden mod
situationen med Coulomb vekselvirkninger i den to-dimensionelle kvadratisk-gitter Hubbard model.
Guidet af vores viden i ligevægt undersøger vi fluktuationer omkring det antiferromagnetiske mid-
delfelt og diskuterer hvordan egenskaberne i systemet ændres under den periodiske drivning. Vi ser
eksempler på hvordan drivning kan inducere dynamik i det antiferromagnetiske middelfelt og ændre
magnon hastigheden. Vi understreger vigtigheden af kollektive eksitationer, som vi viser generelt har
en ikke-termisk fordelingsfunktion, som kan destabilisere antiferromagnetisme. Til sidst skitserer vi
en vej for fremtidige undersøgelser, konkret ved at udlede analytiske resultater for fluktuationer i det
periodisk drevne niveau, som vi viser giver vigtig indsigt i opbygningen af middelfelter også ude af
ligevægt.
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1 | Introduction

We constantly encounter non-equilibrium phenomena: From the flow of water in rivers, and the
firing of neurons in our brain, to the transport of electrons in electronic devices. Arguably, ’non-
equilibrium’ is an unbounded set emerging from the scarcely realized limit of equilibrium towards
far-from-equilibrium, and within this spectrum phenomena occur in a delicate balance between drive
and dissipation.

The non-equilibrium behavior of Nature is not only of scientific interest. Historically, technology
has developed around exploiting classical macroscopic principles and perturbing these in new ways,
like Thomas Edisons search for materials that would light up for hours upon applying an electric
potential [5]. The desire to engineer and tailor the properties of materials has driven a significant
interest in understanding condensed matter out of equilibrium [6]. On a microscopic level, Nature is
governed by the principles of quantum physics, which have, more recently, provided us with insights
into the origin of exotic phenomena such as superconductivity and magnetism. Hence, from both a
fundamental and technological point of view, it is natural to ask: What kind of fascinating and perhaps
useful phenomena can the microscopic laws that govern condensed matter reveal out of equilibrium?

In this thesis we will study a selection of phenomena in interacting nanostructured and low-
dimensional condensed-matter systems out of equilibrium.

1.1 Non-equilibrium steady state

A system out of equilibrium is most easily defined as a system that does not satisfy equilibrium
conditions characterized by a) a set of time-independent variables which b) remain unchanged after
isolation from an external environment [7]. When brought out of equilibrium, the system will show
a transient response that violates both conditions1, after which it may end up in a stationary non-
equilibrium steady state that violates the latter condition only, or a dynamical non-equilibrium steady
state that violates both conditions but with variables varying periodically in time. We will consider
stationary and dynamical non-equilibrium steady-state phenomena within two main lines of research
in this thesis: I) quantum transport in (two particular) nanostructures engineered for thermoelectric
and information science purposes, and II) periodically driven low-dimensional systems. The former
is rooted in the significant progress in engineering nanostructures where static differences in electro-
chemical potentials and temperatures between electron reservoirs induce stationary (mean) electron
currents in the nanostructures (illustrated in the left panel in Fig. 1.1), and the latter is rooted in
the interest and recent progress in also controlling many-body aspects of condensed-matter systems
by means of a periodic drive, e.g., with an external periodically oscillating electric field (illustrated in
the right panel in Fig. 1.1) [6].

Below, we provide a brief introduction to the different topics discussed in this thesis, and a more
detailed introduction to each topic is provided in the following chapters. Common for the systems
considered is that they are coupled to external electron reservoirs. In our study of stationary non-
equilibrium phenomena the reservoirs establish the non-equilibrium conditions through differences in

1Quench dynamics and transient behaviors are important topics on their own, however, are only discussed to a
limited degree in this thesis.
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Chapter 1. Introduction

µ1, T1

µ2, T2

Static perturbation Periodic perturbation

Figure 1.1: Examples of condensed-matter systems driven out of equilibrium. Left panel: Sketch of
nanostructures where electronic transport processes are induced by coupling to large reservoirs with
different electrochemical potentials, µ`, and temperatures, T` (here ` ∈ {1, 2}). Right panel: Sketch
of a periodically driven system, e.g., by means of a periodically oscillating electric field.

electrochemical potentials, and in our discussion of dynamical non-equilibrium phenomena a reservoir
acts to stabilize a dynamical non-equilibrium steady state.

1.2 Low-dimensional systems and interactions

The miniaturization of electronic devices and the prospect of precise control of the behavior of
condensed-matter systems have spurred significant interest in nanostructures and low-dimensional
systems. An immediate consequence of the spatial confinement in quantum systems is the importance
of energy quantization. Ultimately, when electrons are confined in all three spatial dimensions in a
region of size in the order of nanometers to a few microns, the confining boundary conditions cause
the electrons to occupy discrete energy levels. Such ’zero-dimensional’ structures are referred to as
quantum dots (QDs) or artificial atoms. In the first part of this thesis, we study transport processes
through quantum dots in specific nanostructures. The effect of confinement in a quantum dot de-
pends on how strongly it is isolated from the surrounding environment2, and for a finite coupling the
electrons can tunnel to and from external electron reservoirs whereby the quantum dot acts as an
energy filter in the electron transport process. This provides an important ingredient in controlling
the transport processes.

Another key factor in nanostructures and low-dimensional materials is the importance of interac-
tions. One such interaction that is responsible for many interesting properties of condensed-matter
systems is the repulsive Coulomb interaction between electrons, also referred to as electronic corre-
lations, which naturally become of upmost importance when confining electrons closely together in
nanostructures. This is ultimately exemplified in one-dimensional Luttinger liquids [8], and Coulomb
blockade [9] and the Kondo effect [10] in quantum dots. Another type of interaction that is crucial in
a non-equilibrium context is the interaction of the system with its surroundings. Quantum systems
are highly sensitive to external perturbations [11], and this becomes even more apparent in lower
dimensions where the surface-to-bulk ratio increases. This provides an opportunity for external per-
turbation of the system, e.g., by means of electromagnetic fields or in coupled systems interacting via
electron tunneling processes.

In the first part of the thesis we discuss two projects where the above-mentioned factors are crucial:
i) thermoelectric effects in Coulomb-coupled quantum dots (publication I), and ii) non-local transport
properties of a so-called Cooper pair splitter [12, 13] (publication II and publication IV). In project
i), Coulomb-interaction mediates an energy-exchange between otherwise (tunnel-) decoupled systems
which has been studied for energy harvesting [14, 15] and cooling [16] purposes. The mechanism
(which we will describe in Sec. 3.1) can to first approximation be described in terms of incoherent
sequential tunneling of individual electrons between external reservoirs and the quantum dots. In this
thesis, we will discuss the role of higher-order tunneling processes and energy-dependent couplings to

2Throughout the thesis, ’environment’ refers to macroscopic electron reservoirs.
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1.3 Observables and time-evolution

the external reservoirs, both of which become important in optimizing the studied effects. In project
ii), the strong Coulomb-interaction in quantum dots is utilized to split Cooper pairs originating from a
superconductor. Cooper pairs are proposed as natural candidates of spin-entangled electron pairs for
solid state entanglement experiments, with potential application in quantum communication [17]. We
discuss the transport characteristics of a Cooper pair splitter in terms of the current, noise spectrum,
and electron waiting times between tunneling events.

In the second part of the thesis we study periodically driven low-dimensional systems. In the
above-mentioned examples, the particular behaviour is engineered from a complex composition and
interplay of the different components in the nanostructures, like Lego blocks put together. However, it
has also been suggested to engineer the properties of a material by perturbing the material periodically
in time [18, 19]. This rapidly growing field is commonly referred to as Floquet-engineering, and
low-dimensional materials which may avoid shielding of the drive fields [20] provide an interesting
platform for studies in this field [21]. Just as electron-electron correlations are important in quantum
dots, extended materials with strongly correlated electrons can give rise to fascinating ordered phases
thanks to a collective behaviour of the electrons. An interesting question is how a periodic drive may
affect or perhaps even induce collective phases [6]. This is still a largely unexplored area of research,
however, some interesting examples include light-induced superconductivity [22] and phase transitions
in magnetic materials [23]. In the generic situation, however, if too many excitations are created, the
ordered phases can be destabilized [24, 25]. In publication III, we study the antiferromagnetic phase
of the periodically driven Hubbard model. We show that the periodic drive can induce dynamics in
the mean-field order parameter and lead to a highly excited, generically non-thermal, distribution of
fluctuations around the mean field, which in turn may destabilize the antiferromagnetic order.

1.3 Observables and time-evolution

The phrasing "to drive a system out of equilibrium" has a built-in sense of dynamics: How does the
system evolve out of equilibrium? The (pure) state of a quantum system at time t is described by its
normalized ket |ψ(t)〉 such that a measurement of some observable O will return an eigenvalue oi of
the associated Hermitian operator3 Ô with probability Pi(t) = |〈Oi|ψ(t)〉|2, where |Oi〉 is the eigenket
corresponding to the eigenvalue oi. Hence, the quantum average is defined as [26]

〈Ô〉(t) =
∑

i

oiPi(t) =
∑

i

oi〈ψ(t)|Oi〉〈Oi|ψ(t)〉 = 〈ψ(t)|Ô|ψ(t)〉, (1.1)

where we have used the completeness relation of the eigenkets |Oi〉. If the system is coupled to the
outside world (in practice it is indeed difficult to uncouple from the world), its state is uncertain, and
we describe the system by the probability pλ to be in the state |ψλ(t)〉, with ∑λ pλ = 1. In this case,
we define the ensemble average of the operator Ô as [27]

〈Ô〉(t) =
∑

λ

pλ〈ψλ(t)|Ô|ψλ(t)〉 = Tr[Ôρ̂(t)], (1.2)

where we have defined the density operator

ρ̂(t) =
∑

λ

pλ|ψλ(t)〉〈ψλ(t)|, Tr[ρ̂(t)] = 1. (1.3)

In some complete orthonormal basis, diagonal components of the matrix elements of the density
operator describe populations of the basis states [28] whereas off-diagonal components are referred to
as coherences. We will discuss particular examples in Ch. 3.

3We denote operators with a hat. The operator Ô could have an explicit time dependence [26], which for notational
simplicity is omitted here.
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Chapter 1. Introduction

Say we know ρ̂(t0) = ρ̂0 at some time t0, and we want to find the expectation value of Ô at some
later time t where states have evolved according to the Schrödinger equation

i~
d

dt
|ψ(t)〉 = Ĥ(t)|ψ(t)〉. (1.4)

We are then interested in the expectation value [26]

〈Ô〉(t) =
∑

λ

pλ〈ψλ(t0)|Ût0,tÔÛt,t0 |ψλ(t0)〉 = Tr[Ût0,tÔÛt,t0 ρ̂0], (1.5)

where the time-evolution operator Ût,t0 that solves the Schrödinger equation reads

Ût,t0 =

{
Te
− i

~
∫ t
t0
dt
′
Ĥ(t
′
)

= limN→∞ e−
i
~ Ĥ(t0+(N−2)δ)δ · · · e− i

~ Ĥ(t0+δ)δe−
i
~ Ĥ(t0)δ t > t0,

T̄ e
i
~
∫ t0
t
dt
′
Ĥ(t
′
) = limN→∞ e

i
~ Ĥ(t)δ · · · e i~ Ĥ(t+(N−3)δ)δe

i
~ Ĥ(t+(N−2)δ)δ t < t0,

(1.6)

with δ = |t− t0|/(N − 1), and

Ût,t = 1, Û†t,t0 = Ût0,t, Ût′′,t′Ût′,t = Ût′′,t. (1.7)

The time (anti-time) ordering operator T (T̄ ) in Eq. (1.6) orders operators evaluated at later times
to the left (right) [29]

T{Â(t)B̂(t′)} = θ(t− t′)Â(t)B̂(t′)± θ(t′ − t)B̂(t′)Â(t), (1.8a)

T̄{Â(t)B̂(t′)} = θ(t′ − t)Â(t)B̂(t′)± θ(t− t′)B̂(t′)Â(t), (1.8b)

where + (−) is valid for bosonic (fermionic) operators. We note from Eq. (1.5) that 〈Ô〉(t) =
Tr[Ôρ̂(t)] = Tr[Ô(t)ρ̂(t0)], where in the latter representation, Ô(t) ≡ Ût0,tÔÛt,t0 is expressed in the
Heisenberg picture, and in the Schrödinger representation, the density operator evolves according to

ρ̂(t) = Ût,t0 ρ̂(t0)Û†t,t0 . (1.9)

Upon differentiation, Eq. (1.9) gives the von Neumann equation of motion [27]

d

dt
ρ̂(t) = − i

~
[Ĥ(t), ρ̂(t)] ≡ L[ρ̂(t)], (1.10)

where L is the Liouville super-operator, also referred to as the Liouvillian4. Using the identity [30, p.
94] eÔÂe−Ô = e[Ô, · ]Â = Â + [Ô, Â] + 1

2 [Ô, [Ô, Â]] + · · · , the evolution of the density operator can
also be expressed in terms of the Liouvillian as [27]

ρ̂(t) = T exp

(∫ t

t0

dt′L(t′)

)
ρ̂(t0) ≡ At,t0 ρ̂(t0), (1.11)

which in the case of a time-independent Hamiltonian, and hence a time-independent Liouvillian,
reduces to ρ̂(t) = exp(L(t− t0))ρ̂(t0).

1.4 Master equations and non-equilibrium Green functions

The time-evolution of quantum systems is the central starting point for non-equilibrium theories. The
section above sets the formal stage for the time-evolution of quantum systems, however, from here

4Denoted without a hat.
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1.5 Thesis outline

various methods are developed to evaluate the introduced expressions in practice. In particular, we
will apply two different methods: master equations and non-equilibrium Green functions.

Master equations take the evolution of the density operator in Eq. (1.10) as starting point. In
particular, we are often interested in some small subsystem of a larger system, that is, a subsystem
coupled to an environment. We call the equation of motion governing the matrix elements of the
reduced density operator of the subsystem only a master equation. We will quantify these statements
when introducing the method of master equations in Ch. 2. In particular, we apply master equations
in part I of this thesis (Ch. 3) to study transport processes in nanostructures with quantum dots.
The small set of basis states needed to characterize quantum dots makes it convenient to resolve the
matrix elements of the reduced density matrix and describe transport processes in terms of master
equations. The challenge is how to include the external environment, and we will discuss different
perturbative approaches in Ch. 2.

The method of non-equilibrium Green functions develops from the evaluation of expectation values
in Eq. (1.5). We introduce the methodology in Ch. 4 which is applied in part II of this thesis in
chapters 5–6. In particular, in Ch. 6, we consider a tight-binding lattice system where the larger set
of basis states make it more challenging to resolve the density operator, and instead non-equilibrium
Green functions provide a convenient methodology to study the properties of the system. Here, in
contrast to our study in part I, it is the effect of electron interactions that is treated perturbatively.

Having said so, there are many examples of applying von Neumann equations to study extended
systems and non-equilibrium Green functions to study quantum dots, and we will consider an example
of the latter in Sec. 5.2. To some extend, the choice of master equations versus non-equilibrium Green
functions is also a matter of preference in different research groups and historical development within
subgenres of research.

1.5 Thesis outline

Having set the stage, we now outline the content of the chapters in the thesis. At The Technical
University of Denmark it is recommended that a thesis is based on scientific articles already published.
In addition to describing results from publications I–IV (which are also attached in the format of
regular articles in the end of thesis), the thesis aims to provide some additional discussions and results
not part of publications I–IV, specifically:

Chapter 2 introduces the methodology of master equations, a direct application of the von Neu-
mann equation governing a particular subsystem of interest coupled to an environment. In particular,
we introduce the T -matrix master equation [31], which provides a governing equation for the diagonal
components of the reduced density matrix, as well as a Markovian quantum master equation, which
is valid in the case of unidirectional transport [32].

Chapter 3 presents results published in publications I, II, IV for two specific systems; thermoelec-
tric effects in a Coulomb-coupled QD system, and transport characteristics of a Cooper pair splitter.
Coulomb coupled QD systems have been designed to explore phenomena for energy harvesting and
cooling. In particular, with results published in Publication I, we discuss the role of higher-order
tunneling processes and energy-dependent couplings to external leads.
Cooper pair splitters have been proposed as a device to generate split pairs of entangled electrons
in solid-state devices. In particular, with results published in Publication II and IV, we discuss the
characteristics of the transport processes in terms of the current, noise, and electron waiting time
distributions.

Chapter 4 introduces the methodology of non-equilibrium field theory and Green functions. The
section aims to provide the reader with sufficient background information for the discussion presented
in Chs. 5-6. In particular, we construct the path integral that leads to the non-equilibrium Green
functions.

Chapter 5 sets the stage for periodically driven systems, and introduces the so-called Floquet
non-equilibrium Green functions. We discuss a periodically driven level as well as a periodically driven
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Chapter 1. Introduction

square lattice. For the former, we see an explicit example of how the periodically driven system may
approach a dynamical non-equilibrium steady state. The latter example introduces some general
properties of the periodically-driven square lattice that is needed for the discussion in Ch. 6.

Chapter 6 presents results published in Publication III for the antiferromagnetic phase of the
periodically driven Hubbard model. In particular, we discuss the importance of collective mode
excitations arising from the non-equilibrium drive. We find that in general a highly excited, generically
non-thermal distribution of magnetic fluctuations occurs. Above a critical drive amplitude, the low-
energy distribution of fluctuations diverges as the frequency tends to zero which in turn may destroy
antiferromagnetism. Finally, we present analytical results for fluctuations in the periodically driven
level, which we show provide valuable insight into the onset of mean-field configurations, and which
may provide a route for future studies.

Chapter 7 summarizes the thesis and provides an outlook for future research, and the appen-
dices contain additional details for the interested reader.

To ease the flow of reading, a few side notes and calculational details that are not essential, but may be
of value to the interested reader, are provided in-text in gray boxes like this.
I thank you for reading this thesis, and hope it may be of interest to you,
Nicklas Walldorf, August 28, 2020.
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2 | Master equations

The von Neumann equation (1.10) governs the time-evolution of the full density operator ρ̂ that
characterizes some system of interest S, referred to as the system for simplicity, and its environment
E, which together is assumed to constitute a closed system. Specifically, consider the Hamiltonian

Ĥ = Ĥ0 + ĤT , Ĥ0 = ĤS + ĤE , (2.1)

where ĤS and ĤE are the Hamiltonians describing the system and the environment, respectively,
which are coupled via tunneling processes1 described by ĤT (see Fig 2.1). The full state of the system
and the environment is characterized in the product Hilbert space H = HS ⊗ HE . However, if we
are only concerned with observables belonging to S, Ô = ÔS ⊗ 1E , the reduced density operator
ρ̂S ≡ TrE [ρ̂], which acts in the Hilbert space of the system of interest only, contains all relevant
information [27]

〈Ô〉 = Tr
[
Ôρ̂
]

=
∑

m,m
′
,n

〈sm |ÔS |sm′〉〈sm′en|ρ̂|sm en 〉 = TrS
[
ÔS ρ̂S

]
, (2.2)

where TrS(E) denotes the partial trace over system (environment) degrees of freedom, and we have
spanned H by a set of product vectors |smen〉 = |sm〉 ⊗ |en〉 with {|sm〉} ({|en〉}) being a complete
set of orthonormal states in S (E).

A master equation refers to the equation of motion for the reduced density matrix, and come in
various forms. Examples include the T -matrix master equation [31, 33], master equations for unidi-
rectional2 transport by S. A. Gurvitz and Ya. S. Prager [32], the real-time diagrammatic formulation
by J. König, H. Schoeller, and G. Schön [34], the works by S. Koller, M. Grifoni, M. Leijnse, and M.
R. Wegewijs [35], and many more. In this thesis, we will apply the two former, the T -matrix master
equation and master equations for unidirectional transport, which are introduced below.

ĤT
ĤE

Ĥ, ρ̂

ĤS , ρ̂S

Figure 2.1: Illustration of a subsystem of interest (blue) coupled to a macroscopic environment
(gray). Figure inspired by Ref. [7].

1We consider electron tunneling Hamiltonians which change the number of electrons in the environment, and consider
cases where no energy is gained from or lost in the tunneling barriers. Specific systems are studied in Ch. 3.

2The meaning of ’unidirectional’ is defined in Sec. 2.3.
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Chapter 2. Master equations

2.1 T -matrix master equation

The T -matrix master equation is a master equation in terms of probabilities, that is, in terms of
diagonal components of the reduced density matrix. Such master equations are also referred to as
Pauli master equations, and we will see an example in Sec. 3.1 where a Pauli master equation is
applicable. By contrast, master equations that include off-diagonal matrix elements of the reduced
density operator are called generalized (quantum) master equations (we will discuss this situation
further below). As for all master equations, the T -matrix approach relies on a perturbative expansion
in the coupling to the environment, whereby the effect of the environment is transferred into rates of
transitions between diagonal elements of the reduced density matrix. To lowest order in the tunneling
Hamiltonian, the transition rates in the T -matrix master equation correspond to the rates from Fermi’s
golden rule [36]. However, the T matrix offers a fairly straightforward way to calculate rates of
transitions from higher-order tunneling processes, and is therefore also referred to as the generalized
Fermi’s golden rule [31]. Hence, although the T -matrix master equation describes transitions between
diagonal components of the reduced density matrix, coherent quantum processes are included as
higher-order processes in the T matrix. For this reason, the T -matrix approach is widely applied in
the literature [31, 33], and we will apply it in Sec. 3.1.

The T -matrix master equation can be derived from Eq. (1.11) for a time-independent Ĥ0, and with
ĤT turned on adiabatically [31, 33]. A detailed derivation is provided in Appendix A.1. However,
highlighting some key points in the derivation, we note that the full system and environment is
assumed to be in a product state at some initial time t0 with S described by a diagonal reduced
density operator, and the large environment is assumed to remain in thermal equilibrium. Since the
T -matrix approach is a master equation for the diagonal components of the reduced density operator,
it is conveniently derived by projecting the density operator onto a diagonal form using the projectors
[33]

P[ • ] ≡
[∑

m

|m〉〈m|TrE [ • ]|m〉〈m|
]
⊗ ρ̂eqE , Q ≡ 1− P, (2.3)

where |m〉 are eigenstates of the uncoupled system S, and ρ̂eqE describes the environment. Projecting
onto the time-evolved density operator, one obtains

d

dt
P ρ̂(t) = R(t, t0)P ρ̂(t0), (2.4)

where the kernel R(t, t0) is given by Eq. (A.6) in App. A.1. Notice that the right-hand side in Eq.
(2.4) involves the density operator evaluated at time t0. Importantly, however, to derive the T -matrix
master equation [31], one defines the transition rate from an initial state |i〉 to the final state |f〉 as3
[33]

Γ̃if ≡ 〈f |{R(t, t0)[|i〉〈i|]}|f〉, (2.5)

and assumes that the rate of transition from |i〉 is at the present time t. This is a central approximation
in the T -matrix approach [33], and as a consequence one has to apply a regularization procedure for
tunneling rates above first order as first proposed by Turek and Matveev4 [37]. We detail the Turek-
Matveev regularization scheme [37, 38] for higher-order cotunneling processes in Sec. 3.1.1. Expressed
in terms of the so-called T matrix we obtain the Fermi’s generalized golden rule [31]

Γ̃if =
2π

~
|〈f |T̂ |i〉|2δ(Ei − Ef ), T̂ = ĤT + ĤT [Ei − Ĥ0 + iη]−1T̂ , η → 0+, (2.6)

3Notice that we use subscript if for the transition rate from state |i〉 to |f〉 in Eq. (2.5) (the reverse ordering is also
often found in the literature).

4The Turek-Matveev regularization scheme has become a standard regularization scheme in the T -matrix approach.
We apply the scheme in Sec. 3.1.1, but in future work it would be useful to discuss other regularization schemes, and
the relation to the more recently identified approximation mentioned below Eq. (2.5), as discussed in e.g. Ref. [33].
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2.2 Generalized quantum master equation

where (Ei|f〉, Ef |f〉) = Ĥ0(|i〉, |f〉), and the T matrix is written in a compact iterative form. Upon
expressing the initial and final states in the product basis of eigenstates of the uncoupled system |m〉
and the environment |j〉, and summing over the environment states, we can write the transition rate
from state |m〉 to |n〉 as [31, 33]

Γ̃mn =
2π

~
∑

jj
′

|〈j′|〈n|T̂ |m〉|j〉|2ρjδ(ES,m + EE,j − ES,n − EE,j′), (2.7)

where ES,m (EE,j) are eigenenergies of system S (environment E), and ρj is the thermal probability
of finding the environment in the initial state |j〉. We can then write a master equation in terms of
transition rates as5

d

dt
pm =

∑

n(6=m)

Γnm pn −
∑

n(6=m)

Γmn pm,
∑

m

pm = 1, (2.8)

where we denote the regularized rates without a tilde (see section 3.1.1). For a given physical problem,
one identifies the relevant basis states, the possible transitions between the states as described by the
T matrix (to a given order), and calculates the transition rates from Eq. (2.7). An explicit example
is considered in Sec. 3.1.

2.2 Generalized quantum master equation

The T -matrix master equation resembles a classical master equation in terms of probabilities, where
quantum aspects reside in the transition rates. Let us, however, return to the von Neumann equation
in Eq. (1.10) that governs the dynamics of the full density matrix. Still, one can reformulate the full
von Neumann equation as a master equation for the reduced density matrix, the so-called Nakajima-
Zwanzig equation [39, 40]. To this end, we project the von Neumann equation onto the system of
interest with the projectors [7, 33]

P[ • ] ≡ TrE [ • ]⊗ ρ̂eqE , Q ≡ 1− P. (2.9)

We can then split the von Neumann equation into two parts

d

dt
P ρ̂(t) = PL(t)P ρ̂(t) + PL(t)Qρ̂(t), (2.10)

d

dt
Qρ̂(t) = QL(t)P ρ̂(t) +QL(t)Qρ̂(t). (2.11)

Upon inserting the solution to Eq. (2.11) into Eq. (2.10), and employing the projection operator we
obtain (suppressing the time-variable in the arguments) [7]

d

dt
ρ̂S = LS ρ̂S +Dρ̂S , (2.12)

where LS ρ̂S = −i~−1[ĤS(t), ρ̂S(t)], and

Dρ̂S =

∫ t

t0

dt′
〈
LT (t)TeQ

∫ t
t
′ dt
′′L(t

′′
)QLT (t′)

〉
E
ρ̂S(t′), (2.13)

where 〈 • 〉E = TrE [ • ρ̂eqE ], LT (t)[ • ] = −i~−1[ĤT (t), • ], and we have used that TrE [ĤT ρ̂
eq
E ] = 0,

and assumed that the system and environment have no correlations at some initial time t0, ρ̂(t0) =

5To simplify the notation, we do not write subscript S on the probabilities, p, but emphasize that these are diagonal
components of the reduced density matrix ρ̂S .
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Chapter 2. Master equations

ρ̂S(t0) ⊗ ρ̂eqE . The form in Eq. (2.12) may seem encouraging: It is an equation of motion for the
reduced density matrix of the system, where the first term is the von Neumann equation for system
S if isolated, and the latter term incorporates the effect of the environment. However, we are no
closer in solving problems in practice due to the complicated form of Dρ̂S in Eq. (2.13), which
includes an integral over the history, or a memory, of the system in the time interval [t0, t]. Indeed,
much work is invested into deriving more manageable master equations under various assumptions.
In the following, we will consider a particular example, a Gurvitz-Prager-like master equation for
unidirectional transport, where Dρ̂S acquires a time-local (Markovian) form.

2.3 Unidirectional transport

This section is based on Publication IV, Physical Review B 101, 205422 (2020) by N.
Walldorf, F. Brange, C. Padurariu, and C. Flindt.

A particularly convenient form for the term Dρ̂S in Eq. (2.12) is obtained in the limit of unidi-
rectional electron transport where external electron reservoirs are either completely full or completely
empty (in the energy range relevant for transport). An example of the simple case of a central level
coupled to a full left electron reservoir and an empty right reservoir is illustrated in Fig. 2.2 (see
also the info-box in the end of this section). The original derivation of a master equation by S. A.
Gurvitz and Ya. S. Prager [32] starts from the Schrödinger equation and an occupation number rep-
resentation of the many-body wave function. However, as argued in the introduction, for an open
out-of-equilibrium quantum system the density matrix governed by the von Neumann equation is the
natural quantity to consider. There exists a large literature that applies the results by Gurvitz and
Prager6, but derivations of the results starting from the von Neumann equation are sparse. An expan-
sion to second order in the coupling to external reservoirs is given in Refs. [44, 45]. For completeness7,
and to elaborate on the contribution from higher-order terms which Gurvitz and Prager show vanish,
we give the key elements of a derivation starting from the von Neumann equation (which is derived
in collaboration with F. Brange and follows similar arguments as in Ref. [45]).

For a time-independent Hamiltonian, it is convenient to Laplace-transform the density operator
[46]

ρ̂(E) =

∫ ∞

t0

dt ρ̂(t)e
i
~ (E+iη)(t−t0), (2.14)

whereby the von Neumann equation becomes

(E + iη)ρ̂(E)− i~ρ̂(t0) = L0ρ̂(E) + LT ρ̂(E), L0/T/S/E [ · ] ≡ [Ĥ0/T/S/E , · ], (2.15)

γL γR

Figure 2.2: Unidirectional transport. Energy diagram illustrated for the example considered in the
end of Sec. 2.3 where a central level is coupled to a full left electron reservoir and an empty right
electron reservoir. The coupling is governed by the rates γL and γR (see main text).

6See e.g. examples in Refs. [41, 42, 43].
7The hope is that this may be of value to other students within the subject.
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2.3 Unidirectional transport

with solution

ρ̂(E) = [E + iη − L0 − LT ]−1i~ρ̂(t0)

= (W0(E) +W0(E)LTW0(E) +W0(E)LTW0(E)LTW0(E) + · · · ) i~ρ̂(t0),
(2.16)

where W0(E) = [E + iη − L0]−1, and we have used a geometric series to express the result in terms
of an expansion in LT [46]. We could also have obtained the solution by iterating Eq. (2.15)

(E + iη − L0)ρ̂(E) = LT ρ̂(E) + i~ρ̂(t0)

= LT (W0(E)LT ρ̂(E) +W0(E)i~ρ̂(t0)) + i~ρ̂(t0) (2.17)
= LT (W0(E)LT (W0(E)LT ρ̂(E) +W0(E)i~ρ̂(t0)) +W0(E)i~ρ̂(t0)) + i~ρ̂(t0)

= · · · ,

which produces the same series as above.
Consider a tunneling Hamiltonian of the form ĤT =

∑
`δ(t`δ ĉ

†
` d̂δ + h.c.) =

∑
ξ=±,`δ ξt

ξ
`δ ĉ

ξ
` d̂
ξ
δ,

where ĉ+` = ĉ†` (ĉ−` = ĉ`) creates (annihilates) a reservoir electron with vector-index ` (e.g. reservoir
index, momentum, and spin), d̂+

δ = d̂δ (d̂−δ = d̂†δ) annihilates (creates) an electron in the system with
vector-index δ, and t+`δ = t`δ, t

−
`δ = t∗`δ. Furthermore, we express [45] LT =

∑
ξ,θ=±,`δ ξt

ξ
`δC

ξθ
` D

ξθ
δ ,

where θ = ± determines if the operators ĉξ` and d̂ξδ act to the left (+) or to the right (−), e.g.
Cξ+` ρ̂(E) = ĉξ` ρ̂(E) and Cξ−` ρ̂(E) = ρ̂(E)ĉξ` . Consider the term8 LTW0(E)LT ρ̂(E) that appears after
the first iteration in Eq. (2.17). In particular, we have

LTW0(E)LT =
∑

ξθ`δ

∑

ξ
′
θ
′
`
′
δ
′

ξξ′tξ
`δ
tξ
′

`
′
δ
′C

ξ
′
θ
′

`
′ D

ξ
′
θ
′

δ
′ W0(E)Cξθ` D

ξθ
δ

=
∑

ξθ`δ

∑

ξ
′
θ
′
`
′
δ
′

ξξ′tξ
`δ
tξ
′

`
′
δ
′D

ξ
′
θ
′

δ
′ C

ξ
′
θ
′

`
′ W0(E)Dξθ

δ C
ξθ
` ,

(2.18)

where we have used the commutation relation Cξθ` D
ξ
′
θ
′

δ = −θθ′Dξ
′
θ
′

δ Cξθ` . Furthermore, using that
for a non-interacting fermionic reservoir Cξθ` L0 = [L0 − ξε`]Cξθ` , where ε` is the eigenenergy of the
reservoir electron with index `, we get

LTW0(E)LT =
∑

ξθ`δ

∑

ξ
′
θ
′
`
′
δ
′

ξξ′tξ
`δ
tξ
′

`
′
δ
′D

ξ
′
θ
′

δ
′ W0(E + ξ′ε`′)C

ξ
′
θ
′

`
′ D

ξθ
δ C

ξθ
`

= −
∑

ξθ`δ

∑

ξ
′
θ
′
`
′
δ
′

ξξ′θθ′tξ
`δ
tξ
′

`
′
δ
′D

ξ
′
θ
′

δ
′ W0(E + ξ′ε`′)D

ξθ
δ C

ξ
′
θ
′

`
′ C

ξθ
` .

(2.19)

We approximate ρ̂(E) ' ρ̂S(E)⊗ρ̂eqE , assuming that the macroscopic environment is largely unaffected
by the system, and trace out the environment

TrE [LTW0(E)LT ρ̂(E)] = −
∑

ξθ`δ

∑

ξ
′
θ
′
`
′
δ
′

ξξ′θθ′tξ
`δ
tξ
′

`
′
δ
′D

ξ
′
θ
′

δ
′ WS(E + ξ′ε`′)D

ξθ
δ ρ̂S(E)TrE

[
Cξ
′
θ
′

`
′ C

ξθ
` ρ̂

eq
E

]

=
∑

ξθ`δ

∑

θ
′
δ
′

θθ′tξ
`δ
t−ξ
`δ
′D

(−ξ)θ′

δ
′ WS(E − ξε`)Dξθ

δ ρ̂S(E)n
(−ξθ)
F,` , (2.20)

where we have used that TrE [Cξ
′
θ
′

`
′ C

ξθ
` ρ̂

eq
E ] = δ``′δξ,−ξ′n

(−ξθ)
F,` , where n+

F,` = nF,` is the Fermi-Dirac
distribution evaluated at the energy corresponding to index `, and n−F,` = 1 − nF,`(≡ n̄F,`), and we
have expressed W0 as a geometric series in LE whereby the contribution from LE to W0 vanishes

8Terms with an odd number of LT vanish upon tracing over the environment degrees of freedom.
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Chapter 2. Master equations

upon taking the trace. Next, we formally insert completeness relations in terms of eigenstates of ĤS ,∑
a |a〉〈a| with energy εa,

TrE [LTW0(E)LT ρ̂(E)] =
∑

ξθθ
′
`δδ
′

∑

aa
′

θθ′tξ
`δ
t−ξ
`δ
′D

(−ξ)θ′

δ
′ WS(E − ξε`)|a〉〈a|(Dξθ

δ ρ̂S(E))|a′〉〈a′|n(−ξθ)
F,`

=
∑

ξθθ
′
δδ
′

∑

aa
′

θθ′D(−ξ)θ′

δ
′ |a〉〈a|(Dξθ

δ ρ̂S(E))|a′〉〈a′|Iδδ′ξθaa′ , (2.21)

where

Iδδ′ξθaa′ =
∑

`

tξ
`δ
t−ξ
`δ
′n

(−ξθ)
F,`

E − ξε` + iη − (εa − εa′)
. (2.22)

Letting the reservoir vector-index ` = (R, k, σ) denote an electron with momentum k and spin σ in
reservoir R, we have

Iδδ′ξθaa′ =
∑

Rσ

∫
dε
νR(ε)tξ

Rσkδ
t−ξ
Rσkδ

′n
(−ξθ)
F,R (ε)

E − ξε+ iη − (εa − εa′)
, (2.23)

where νR is the reservoir density of states. Considering the situation where the tunneling coefficients
and density of states are assumed to be constant, and n+(−)

F,R is assumed to be either 0 or 1, i.e. the
reservoirs are either completely empty or completely full (unidirectional transport), we get

Iδδ′ξθaa′ =
∑

Rσ

νRt
ξ

Rσδ
t−ξ
Rσδ

′δ−ξθ,sR

∫
dε

1

E − ξε− (εa − εa′) + iη

= −iπ
∑

Rσ

νRt
ξ
Rσδt

−ξ
Rσδ

′δ−ξθ,sR

(2.24)

where sR = +(−) corresponds to a full (empty) reservoir and the latter equality follows from the
Cauchy principal relation [26, p. 217] in the wide-band approximation where the integral is extended
from minus to plus infinity. Hence, in this limit, Iδδ′ξθaa′ does not depend on a and a′, and we get

TrE [LTW0(E)LT ρ̂(E)] = − i~
2

∑

ξθθ
′
δδ
′

θθ′D(−ξ)θ′

δ
′ Dξθ

δ ρ̂S(E)Iδδ′ξθ, Iδδ′ξθ ≡
2π

~
∑

Rσ

νRt
ξ

Rσδ
t−ξ
Rσδ

′δ−ξθ,sR .

(2.25)
For higher-order terms in (2.17), upon commuting all the C’s to the right (as above), the leftmost

C will give rise to the substitution, E → E + ξε in all the W0’s, and hence lead to an integral where
the integrand is a product of simple fractions with poles on the same complex half-plane. Indeed,
Gurvitz and Prager showed that all such higher-order contributions vanish in the limit of unidirectional
transport and wideband reservoirs [32]. Hence, the iteration loop in Eq. (2.17) closes, and we obtain

(E + iη − LS)ρ̂S(E) = i~Dρ̂S(E) + i~ρ̂S(t0), D = −1

2

∑

ξθθ
′
δδ
′

θθ′D(−ξ)θ′

δ
′ Dξθ

δ Iδδ′ξθ, (2.26)

where we have traced out the environment. Upon transforming back to time-space Eq. (2.26) gives
the form in Eq. (2.12) with the specific dissipator D in Eq. (2.26). At this stage, the dissipator
might still have a rather formal appearance; however, it will take a more familiar form for the specific
situation considered in Sec. 3.2 (see also the info-box below).

Consider the case of unidirectional electron transport illustrated in Fig. 2.2, where (spinless) electrons
enter from a full left reservoir, into a single level which can be either empty or occupied by an electron, and
tunnel out to an empty right reservoir (see e.g. the experiment in Ref. [47]). The tunneling Hamiltonian
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2.3 Unidirectional transport

reads, ĤT =
∑
k((tLĉ

†
L,k + tRĉ

†
R,k)d̂+ h.c.), and the dissipator becomes

D = −1

2

∑

ξθθ
′
D

(−ξ)θ′
D
ξθ (

γLδ−ξθ,+ + γRδ−ξθ,−
)
, γL,R ≡

2π

~
νL,R|tL,R|2. (2.27)

Upon acting on the reduced density matrix, we find

Dρ̂S = γL

(
d̂
†
ρ̂S d̂−

1

2
{ρ̂S , d̂d̂†}

)
+ γR

(
d̂ρ̂S d̂

† − 1

2
{ρ̂S , d̂†d̂}

)
. (2.28)

Hence, the dissipator takes the so-called Lindblad form [27]. The dissipator governs the incoherent evolu-
tion of the level due to the coupling to the reservoirs. In particular, the terms d̂†ρ̂S d̂ and d̂ρ̂S d̂

† describe
incoherent jump processes that change the electron number in the system, and the anti-commutators
ensure conservation of probability. The reduced density operator has only two diagonal matrix elements,
which are the probabilities of being in the empty state, ρS,00 ≡ p0, or occupied state, ρS,11 ≡ p1,
respectively. From Eq. (2.28), we obtain (the coherent contribution vanishes)

d

dt

(
p0

p1

)
=

(
−γL γR
γL −γR

)(
p0

p1

)
. (2.29)

From this, and from normalization of the probabilities, we obtain the steady-state occupations
d(p

(S)
0 , p

(S)
1 )/dt = (0, 0) as p(S)

0 = γR/(γL + γR) and p
(S)
1 = γL/(γL + γR), and the expression for the

particle current as I ≡ γRp(S)
1 = γLp

(S)
0 = γLγR/(γL+γR). In Sec. 3.1.2 we consider the current through

a non-interacting level as obtained by the standard Landauer-Büttiker formula (see Eq. (3.24)), and we
note that the result above indeed coincides with the Landauer-Büttiker formula when the difference in
the two reservoir distribution functions approaches one.
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3 | Transport in nanostructures

In section 1.2 we introduced an important example of a nanostructure where electrons are confined
in a region of size in the order of nanometers to a few microns: quantum dots1. Such structures can
be fabricated by structure fabrication or by depletion gates, e.g. by creating a confining potential in
the two-dimensional electron gas formed at the interface between two semiconductor materials such
as AlGaAs/InGaAs [48]. Upon coupling a quantum dot to metallic leads, the electrons can tunnel
between the QD and the leads which thereby act as drain and source electron reservoirs (we considered
a particular example in the end of the previous chapter). Hence, the number of electrons on the QD
can fluctuate and cause a broadening of the discrete energy levels in the QDs. However, for small
enough coupling to the leads the broadening can be much smaller than the spacing between the levels.
With a back gate the energy levels can be tuned relative to the electrochemical potentials in the
reservoirs, and hence the dot can act as a filter for transport between the reservoirs. However, due
to Coulomb-repulsion between electrons, it costs a charging energy to add an electron to the QD,
and if no reservoir electrons have sufficient energy, transport is Coulomb-blockaded. These governing
mechanisms have enabled control of transport on the level of single electrons [49].

In this chapter we describe the works in publications I, II, IV studying transport properties of two
particular setups involving quantum dots: 1) Thermoelectric effects in a system of Coulomb-coupled
quantum dots (publication I), and 2) non-local splitting characteristics of a Cooper pair splitter
(publication II, IV). The two systems are introduced in Secs. 3.1 and 3.2, respectively.

3.1 Thermoelectric effects: Coulomb-coupled quantum dots

This section is based on Publication I, Physical Review B 96, 115415 (2017) by N.
Walldorf, A.-P. Jauho, and K. Kaasbjerg, and N. Walldorf ’s master’s thesis [50].

A characteristic of a stationary non-equilibrium steady state is the existence of stationary non-
equilibrium (mean) currents [52], such as the electron flow from a region of high to low electrochemical
potential or the heat flow between hot and cold parts of a system, together referred to as thermoelectric
currents.

In nanostructures, non-equilibrium conditions can be established from differences in the distribu-
tion of electrons in two or more reservoirs, whereby currents are generated in response to reestablish
equilibrium. However, if the electrochemical potentials and temperatures in the reservoirs are kept
fixed, stationary non-equilibrium currents can flow persistently. Since quantum dots can ’filter’ out
the particular electrons that contribute to the transport currents between source and drain reservoirs,
such structures are ideal for studying thermoelectric effects. In particular, the selective tunneling of
thermally excited electrons enables the Peltier effect where a heat current develops between source-
drain reservoirs in response to an electric bias [53], or the reverse Seebeck effect, where an electric
current develops in response to a temperature difference between the source and drain reservoirs
(which in turn may develop a thermovoltage) [54]. In such source-QD-drain setups (e.g. System 1

1One may distinguish between metallic dots with a continuum of density of states and non-metallic dots with discrete
states [31]. We consider the latter only in this thesis.
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Chapter 3. Transport in nanostructures

in Fig. 3.1a), however, the heat and charge currents are intimately linked: The Peltier effect can
cool down one part of the conductor circuit (one of the reservoirs), but only at the cost of heating
up the other part of the conductor circuit (the other reservoir). However, the presence of Coulomb
interaction provides an extra handle to engineer systems with tailored thermoelectric properties [51].
In particular, R. Sánchez and M. Büttiker proposed a three-terminal setup with Coulomb-coupled
quantum dots (CCQD) [14], as illustrated in Fig. 3.1a, where a heat reservoir (reservoir C in System
2 in Fig. 3.1a) is spatially separated from the conductor circuit (System 1), and the direction of heat
and charge flow becomes decoupled [15]. A picture of an experimental realization of such a setup,
fabricated from a GaAs/AlGaAs wafer, can be found in Figure 1 in the supplementary information
to Ref. [15].

The three-terminal configuration has been realized for energy harvesting, where a thermal gradient
is converted into an electric current [15], as well as for demonstrating so-called “Maxwell’s demon”
cooling [16] (in the latter experiment for metallic dots). The two effects are a consequence of the
same underlying mechanism. Specifically, the cooling mechanism can be understood from the cycle of
processes illustrated in Fig. 3.1b: If QD2 is occupied (top left panel), and reservoir C is sufficiently
cold such that the probability that the electron tunnels into lead C is small, a hot electron above
the electrochemical potential in lead A can overcome the Coulomb-interaction barrier (illustrated by
dashed line) and tunnel into QD1 and thereby cool lead A2. This increases the effective potential in
QD2, whereby the occupying electron can tunnel into lead C (top right panel). The electron in QD1
can then tunnel into lead B below the electrochemical potential (bottom right panel), and thereby
cool the lead [16]. If the rate of tunneling from lead C is larger than the tunneling rates from leads A
or B, an electron can then tunnel into QD2 to return to the initial configuration. Hence, as a result,
the current carrying System 1 is cooled from the Coulomb-mediated energy exchange to System 2, in
spite of the fact that no electrons are exchanged between the two systems.

While such systems indeed invite for many interesting ideas to explore3, in the following we are in-
terested in studying the underlying electron transport processes. The qualitative picture given above

System 1

System 2

U12

(b)(a)

C

A B

C TC µC

QD2

A

TA
µA

B

TB
µB

QD1

U12

Figure 3.1: (a) Spatial illustration of the CCQD system studied in Sec. 3.1.3 consisting of two
Coulomb-coupled QDs (QDδ, δ ∈ {1, 2}) with inter-dot Coulomb interaction U12, tunnel-coupled in
a three-terminal configuration to leads ` ∈ {A,B,C} (no tunneling allowed between the QDs) with
temperatures T` and electrochemical potentials µ`. (b) Energy diagrams showing the sequence of
sequential tunneling processes that cool System 1. The positions of the dot levels when the other dot
is empty (occupied) is illustrated with solid (dotted) lines. Adapted from Refs. [1, 50, 51, 16].

2In the figure we illustrate this as a sharpening of the sketched distribution function in lead A and a change of color
from red to blue when going from the top left panel to the top right panel.

3As an open question we may, for example, ask: Can we utilize the cooling mechanism of the conductor circuit and
develop a self-cooling diode by tuning the particular coupling to the leads in System 1?
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3.1 Thermoelectric effects: Coulomb-coupled quantum dots

describes the thermoelectric effect in terms of tunneling events of electrons, and master equations
provide an ideal method for exploring and characterizing such systems. While the effect may be ex-
plained qualitatively in terms of single-electron transitions, we will in the following apply the T -matrix
approach introduced in Sec. 2.1, which allows us to go beyond sequential tunneling and also study the
effect of higher-order tunneling (cotunneling) processes. These inevitable coherent processes are ex-
amples of the underlying quantum properties that govern the non-equilibrium transport. Importantly,
in contrast to the often applied wide-band approximation, we include energy-dependent couplings to
the reservoirs in the formalism to discuss important aspects of the particular coupling.

3.1.1 Master equation and transport currents
To study systems like the one illustrated in Fig. 3.1a, we consider the Hamiltonian

Ĥ = Ĥ0 + ĤT , Ĥ0 = Ĥdots + Ĥleads, (3.1)

which describes a system of CCQDs with Hamiltonian Ĥdots that is coupled to external leads with
Hamiltonian Ĥleads by tunnel couplings described by ĤT . In particular, we consider a spinless model
of Coulomb-coupled single-level QDs described by the Hamiltonian

Ĥdots =
∑

δ

εδ ĉ
†
δ ĉδ +

∑

〈δ,δ′〉

U
δδ
′ n̂
δ
n̂
δ
′ . (3.2)

The first term describes electrons in the individual QDs (QDδ), created (annihilated) by ĉ†δ (ĉδ)
with energy εδ. If the intradot Coulomb-interaction between electrons occupying the same QD is
sufficiently strong (it is typically an order of magnitude larger than the level spacing [14]), the excess
electron occupancy of the quantum dot fluctuates between zero and one. In this case, a spinless
model is sufficient to study the thermoelectric effects described above4 [14]. The energy levels can be
controlled by gate voltages εδ = −eVδ, where Vδ is the gate potential on QDδ. Importantly, interdot
Coulomb-interaction between electrons occupying different quantum dots, as described by the second
term in Eq. (3.2), is crucial for the thermoelectric properties of the system. In this term, n̂δ = ĉ†δ ĉδ
is the occupation number operator, Uδδ′ is the interdot Coulomb interaction, and the summation is
over all QD pairs (we consider the specific configuration in Fig. 3.1a in Sec. 3.1.3). The interdot
Coulomb-interaction depends on the particular experimental setup, but typical values are ∼ 0.1 meV
[55], although values order of magnitudes larger are also reported in the literature [56].

We describe the leads by non-interacting electron reservoirs, Ĥleads =
∑
`k ε`k ĉ

†
`k ĉ`k, where ĉ

†
`k

(ĉ`k) creates (annihilates) an electron with momentum k and energy ε`k in lead `. The leads are
assumed to be in local equilibrium with temperature T` and electrochemical potential µ` = µ0 − eV`,
where µ0 is the equilibrium chemical potential and V` is the voltage applied to lead `. We define the
tunneling Hamiltonian that couples the QD system to the leads as ĤT =

∑
`kδ(t`kδ ĉ

†
δ ĉ`k+h.c.), where

the tunneling amplitude t`kδ is allowed to be energy-dependent, and we consider the case where each
lead couples to one QD only.

As introduced in Sec. 2.1, the T -matrix approach calculates tunneling rates between diagonal
components of the reduced density operator which describes probabilities for being in particular states.
Hence, we can write a master equation governing the non-equilibrium occupation probabilities pm as
in Eq. (2.8), where m index eigenstates of the number operator for the QD system in the absence of
tunneling, and Γmn denotes the (regularized) tunneling-induced transition rate from QD state |m〉 to
|n〉 obtained from Eq. (2.7)

Γ̃mn =
2π

~
∑

jj
′

|〈j′|〈n|T̂ |m〉|j〉|2ρjδ(∆mn + Eleads,j′ − Eleads,j), (3.3)

4We consider a system in Sec. 3.2 where the electron spin is paramount.
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Chapter 3. Transport in nanostructures

where Edots,m = 〈m|Ĥdots|m〉, ∆mn ≡ Edots,n − Edots,m, ρj is the thermal probability of finding the
leads in the initial state, the sum is over initial and final states of the leads, and the T matrix obeys
Eq. (2.6) with Ei = Edots,m + Eleads,j , for leads in state |j〉 with energy Eleads,j = 〈j|Ĥleads|j〉. As
mentioned in Sec. 2.1, a regularization procedure is required for tunneling rates above first order
(discussed below), and we denote the regularized rates without a tilde.

We are interested in the stationary non-equilibrium steady-state occupation probabilities, hence
we solve the master equation for ṗm = 0 and denote the stationary solution by p(S). The steady-state
transport currents can then be obtained from the occupation probabilities. The electric current going
into lead ` is defined as

I` ≡ −e
〈∑

k

dn̂`k
dt

〉
= −e

∑

mn

p(S)
m

(
Γ`←mn − Γ`→mn

)
, (3.4)

where we have expressed the electric current in terms of the total rate of electrons tunneling (between
states in an occupation representation) into lead `, minus the total rate of electrons tunneling out of
lead `. We define the heat current going into lead ` as [57]

J`≡
〈∑

k

(ε`k − µ`)
dn̂`k
dt

〉
=
∑

mn

p(S)
m

(
W `←
mn −W `→

mn

)
, (3.5)

where we have expressed the heat current in terms of heat transfer rates W which we define below.

Transition and heat transfer rates

We consider the first- (sequential processes) and second- (cotunneling processes) order contributions to
the T -matrix master equation. Effects such as tunneling-induced level broadening and level shifts [58,
59, 60] are not captured by this approach, which is only valid in the weak-coupling regime where the
coupling to the leads is smaller than the temperature and the interdot Coulomb interaction.

The transition rates for lowest-order single-electron sequential tunneling processes between the QD
system and the leads become

Γ
−→̀
mn = ~−1γ̃`(∆mn)nF,`(∆mn), (3.6)

Γ
←−̀
mn = ~−1γ̃`(∆nm)n̄F,`(∆nm), (3.7)

where Eq. (3.6) (Eq. (3.7)) is the sequential rate of tunneling out of, →, (into, ←,) lead `, thereby
changing the state of the QD system from m to n (see e.g. the example in Fig. 3.2a), γ̃`(ε) ≡
2πν`(ε)|t`(ε)|2 is the lead coupling5 with ν`(ε) being the lead density of states, n̄F,`(ε) = 1−nF,`(ε) with
nF,`(ε) = [exp (β`(ε− µ`)) + 1]−1 being the Fermi-Dirac distribution in lead `, and β` = 1/(kBT`).
The macroscopic leads are assumed to remain in equilibrium.

Consider e.g. the rate Γ
−→̀
mn governing the process |f〉 = ĉ

†
δ ĉ`k|i〉, |i〉 = |i`iδ〉. From Eq. (3.3) we have

Γ
−→̀
mn =

2π

~
∑

ki`

|〈i|ĉ†`k ĉδt`kδ ĉ†δ ĉ`k|i〉|2ρi`δ(∆mn − ε`k)

=
2π

~
∑

ki`

|t`kδ|2〈i`|ĉ†`k ĉ`k|i`〉ρi`δ(∆mn − ε`k),

(3.8)

where we have used that the fermionic occupancies are either zero or one to omit the absolute squares,
and that QDδ is initially empty (the other case is trivially zero due to Pauli exclusion). Upon summing

5In contrast to the info-box in Sec. 2.3, the lead couplings are here defined in units of energy, and are expressed
with a tilde as a reminder.
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(a)

Γ
−→
A
01,11

A B

C
(b)

Γ
−→
A
←−
B

01,01

(c)

Γ
−→
A
←−
C

01,10

(d)

Γ
−→
A
−→
C

00,11

Sequential Cotunneling

Figure 3.2: Examples of tunneling processes for the particular setup in Fig. 3.1a, see also Sec. 3.1.3.
Figure adapted from Ref. [50].

over the initial lead states we obtain

Γ
−→̀
mn =

2π

~
∑

k

|t`δ(ε`k)|2nF,`(ε`k)δ(∆mn − ε`k)

= ~−1

∫
dε γ̃

`
(ε)nF,`(ε)δ(∆mn − ε)

= ~−1
γ̃
`
(∆mn)nF,`(∆mn).

(3.9)

The sequential-tunneling heat transfer rate in lead ` is calculated as the tunneling rate multiplied
by the energy of the tunneling electron relative to the electrochemical potential in the lead,

W
−→̀
`,mn = (∆mn − µ`)Γ

−→̀
mn,

W
←−̀
`,mn = (∆nm − µ`)Γ

←−̀
mn,

(3.10)

where the indices follow the notation of the tunneling rates, however, the additional first subscript `
refers to the lead in which the heat transfer rate is calculated.

Next, we consider the rates for second-order cotunneling processes. In addition to local cotunneling
processes where a net electron is transferred between two leads attached to the same QD (see e.g.
the example in Fig. 3.2b), we also consider nonlocal cotunneling processes [61, 62] in which a net
electron is transferred between leads attached to different QDs (example in Fig. 3.2c), as well as pair-
cotunneling processes where two electrons tunnel into, or out of, the CCQD system in one coherent
process [63, 64] (example in Fig. 3.2d). In particular, the more unconventional process of nonlocal
cotunneling becomes important for the configuration in Fig. 3.1. The (unregularized) rate reads

Γ̃
−→
`
←−
`
′

mn =

∫
dε

2π~
γ̃`(ε)γ̃`

′
(ε−∆mn)nF,` (ε)n̄F,`′(ε−∆mn)

∣∣∣∣
1

∆vm + ε+ iη
+

1

∆v
′
n − ε+ iη

∣∣∣∣
2

, (3.11)

and gives the rate of net transfer of an electron out of lead ` and into lead `′, and v (v′) refers to
the virtually occupied intermediate state in the process where an electron initially tunnels from lead
` and into the QD system (from the QD system and into lead `′)6.

Consider the cotunneling rate in Eq. (3.11) leading to the final state |f〉 = ĉ
†
`
′
k
ĉ
δ
′ ĉ
†
δ
ĉ
`k
|i〉, ` 6= `

′, δ 6= δ
′.

6For example, for the process illustrated in Fig. 3.2c, v (v′) refers to the intermediate state where both dots are
occupied (empty).
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From Eq. (3.3) we have

Γ̃
−→
`
←−
`
′

mn =
2π

~
∑

k
`
k
`
′ i
`
i
`
′

∣∣∣〈i|ĉ†
`k
ĉ
δ
ĉ
†
δ
′ ĉ
`
′
k

[
t
∗
`
′
kδ
′ ĉ
†
`
′
k
ĉ
δ
′(∆vm + ε`k + iη)

−1
t`kδ ĉ

†
δ ĉ`k

+t`kδ ĉ
†
δ ĉ`k(∆

v
′
m
− ε

`
′
k

+ iη)
−1
t
∗
`
′
kδ
′ ĉ
†
`
′
k
ĉ
δ
′

]
|i〉
∣∣∣
2

ρi
`
ρi
`
′ δ(∆mn + ε

`
′
k
− ε

` k
),

(3.12)

where v, v′ is defined above. Upon performing the sum over initial lead states we obtain

Γ̃
−→
`
←−
`
′

mn =
1

2π~

∫
dε

∫
dε
′
γ̃
`
(ε)γ̃

`
′
(ε
′
)nF,`(ε)n̄F,`′(ε

′
)

∣∣∣∣∣
1

∆vm + ε+ iη
+

1

∆
v
′
m
− ε′ + iη

∣∣∣∣∣

2

δ(∆mn + ε
′ − ε)

=

∫
dε

2π~
γ̃
`
(ε)γ̃

`
′
(ε−∆mn)n

F,`
(ε)n̄

F,`
′(ε−∆mn)

∣∣∣∣
1

∆vm + ε+ iη
+

1

∆
v
′
n
− ε+ iη

∣∣∣∣
2

.

(3.13)

The remaining cotunneling rates relevant for this study are provided in Appendix A.2.1.
Analogously, the cotunneling heat transfer rates into, or out of, the leads are calculated a posteriori

by multiplying the integrand in the cotunneling rate by the energy of the tunneling electron relative to
the electrochemical potential in the lead. For example, for the nonlocal cotunneling process between
lead l and l′, the heat transfer rate in lead ` reads

W̃
−→
`
←−
`
′

`,mn =

∫
dε

2π~
(ε− µ`)γ̃`(ε)γ̃`

′
(ε−∆mn)nF,` (ε)n̄F,`′(ε−∆mn)

∣∣∣∣
1

∆vm + ε+ iη
+

1

∆v
′
n − ε+ iη

∣∣∣∣
2

,

(3.14)

with the heat transfer rate in lead `′, W̃
−→
`
←−
`
′

`
′
,mn, given as above but with (ε−µ`) replaced by (ε−∆mn−

µ`′). The remaining cotunneling heat transfer rates follow analogously.
In summary, we consider the processes

Γmn ≡
∑

`

(Γ`←mn + Γ`→mn), Γ`←mn ≡ Γ
←−
`
mn +

∑

`
′

(Γ
←−
`
−→
`
′

mn + Γ
←−
`
←−
`
′

mn ), Γ`→mn ≡ Γ
−→
`
mn +

∑

`
′

(Γ
−→
`
←−
`
′

mn + Γ
−→
`
−→
`
′

mn ).

(3.15)

Results for transport through a single level and for the particular setup in Fig. 3.1a are discussed in
Secs. 3.1.2 and 3.1.3, respectively.

Cotunneling integrals and regularization

To calculate the cotunneling rates, we need to evaluate the integral over energies. Analytically, when
a cotunneling process involves reservoirs with equal temperature T , the product of energy-dependent
Fermi functions which enters into the cotunneling rates can be separated by

nF,`(ε+ ∆)n̄F,`′(ε) = nB

(
∆ + µ`′ − µ`

kBT

)[
nF,`′(ε)− nF,`(ε+ ∆)

]
, (3.16)

where nB is the Bose-Einstein function. In such cases we can express the cotunneling rates in terms
of integrals of the form

I =

∫ ∞

−∞
dεP (ε)

[
nF,`′(ε)− nF,`(ε+ ∆)

] ∣∣∣∣
c1

ε−∆1 + iη
+

c2
∆2 − ε+ iη

∣∣∣∣
2

, (3.17)
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3.1 Thermoelectric effects: Coulomb-coupled quantum dots

where P (ε) is a polynomial of order n, and ∆, ∆1, ∆2, c1, c2 are constants. The integral (3.17) can be
evaluated analytically using Cauchy’s residue theorem [65] and the result is (we refer to App. A.2.2
for details) [50]

I =c
2
1P
′
(∆1)Re

[
ψ
−
`
′ (∆1)− ψ−` (∆1 + ∆)

]
+
c
2
1β

2π
P (∆1)Im

[
ψ
−
1
`
′ (∆1)− ψ−1`(∆1 + ∆)

]

+ c
2
2P
′
(∆2)Re

[
ψ
−
`
′ (∆2)− ψ−` (∆2 + ∆)

]
+
c
2
2β

2π
P (∆2)Im

[
ψ
−
1
`
′ (∆2)− ψ−1`(∆2 + ∆)

]

− 2c1c2
∆1 −∆2

(
P (∆1)Re

[
ψ
−
`
′ (∆1)− ψ−` (∆1 + ∆)

]
− P (∆2)Re

[
ψ
−
`
′ (∆2)− ψ−` (∆2 + ∆)

])

+R+O(η
−1

) +O(η),

(3.18)

where ψ±` (ε) ≡ ψ(1/2± iβ(ε− µ`)/(2π)) with ψ being the digamma function, ψ±1`(ε) is defined analo-
gously but with ψ1 being the trigamma function, and assuming P (ε) = a0 + a1ε+ a2ε

2 + a3ε
3 + a4ε

4,

R =

{
a2(µ`′ − µ` + ∆)(c1 − c2)2, c1 − c2 6= 0,

a4(µ`′ − µ` + ∆)c21(∆1 −∆2)2, c1 − c2 = 0.
(3.19)

The coefficients a2 or a4 corresponds to the largest order of P (ε) for which the integral is well-defined.
The divergent contribution in Eq. (3.18) (upon letting η → 0) reads

O(η−1) =
i

η

2∑

j=1

[
c2j
2
P (∆j)

(
ψ+

`
′ (∆j)− ψ−`′ (∆j)− ψ+

` (∆j + ∆) + ψ−` (∆j + ∆)
)]

=
π

η

2∑

j=1

c2jP (∆j)
(
nF,`′(∆j)− nF,`(∆j + ∆)

)
.

(3.20)

This diverging term is a well-known artifact of the T -matrix approach. Indeed, from the T matrix
in Eq. (2.7) we can identify iη as an infinitesimal imaginary shift of the energy of the intermedi-
ate state, or equivalently ~/(2η) a divergent lifetime of the intermediate state [66]. Consider e.g.
the local cotunneling processes illustrated in Fig. 3.2b (with corresponding rate from Eq. (A.16)).
Phenomenologically, we could think of the cotunneling process with an infinite-lifetime intermediate
state as a sequence of sequential tunneling with rate given by the number of intermediates states7,
Γ
−→
A
00,10~/(2η), times the rate in which the intermediate state sequentially “tunnels out”, Γ

←−
B
10,00. This is

exactly what the expression in Eq. (3.20) gives for this process. Such energy conserving sequential
processes have already been included, and to prevent overcounting, this term is omitted following the
by now standard regularization scheme first proposed in Ref. [37].

In general, we can identify the divergent contribution using [37, Eq. (27)]
∣∣∣∣

1

x+ iη

∣∣∣∣
2

→ π

η
δ(x) + P 1

x2 , η → 0+, (3.21)

where P denotes the principle value. E.g. from Eq. (3.11),

Γ̃
−→
`
←−
`
′

mn →
~
2η

(
Γ
−→
`
mvΓ

←−
`
′

vn + Γ
←−
`
′

mv
′Γ
−→
`

v
′
n

)
+ Γ

−→
`
←−
`
′

mn , (3.22)

where Γ
−→
`
←−
`
′

mn denotes the regularized cotunneling rate, and we have used the fact that the cross-terms
from the absolute squared in Eq. (3.11) do not contribute to any divergences. Similarly, for the
cotunneling heat transfer rates, e.g. Eq. (3.14),

W̃
−→
`
←−
`
′

`,mn→
~
2η

[
W
−→
`
`,mvΓ

←−
`
′

vn + Γ
←−
`
′

mv
′W
−→
`

`,v
′
n

]
+W

−→
`
←−
`
′

`,mn. (3.23)

7See Sec. 3.1.3 for the notation used for the basis states in this example.
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In the general case of different lead temperatures as well as more general energy dependence of the
lead couplings we can evaluate the cotunneling integrals numerically8 with a small but finite η, and
subsequently subtract the contributions of order η−1. Agreement between analytical and numerical
evaluations of the cotunneling rates is verified in previous work [50].

3.1.2 Transport through a non-interacting single level
Before turning our attention to the setup in Fig. 3.1a, let us benchmark the steady-state transport
currents obtained from the T -matrix approach against the Landauer-Büttiker (LB) formalism which
is exact for non-interacting systems. In particular, consider a single-level QD coupled to two leads
` ∈ {A,B} (such as the isolated System 1 in Fig. 3.1a). The Hamiltonian of the QD is Ĥdots = ε1ĉ

†
1ĉ1,

with states labeled by the occupancy, |n1〉 ∈ {|0〉, |1〉}.
In the LB formalism, the electric current and heat current going into lead A are given by [29, 67],

ILBA =
−e
h

∫
dε T (ε)[nF,B(ε)− nF,A(ε)], JLBA =

1

h

∫
dε (ε− µA)T (ε)[nF,B(ε)− nF,A(ε)], (3.24)

respectively, where for a non-interacting single-level QD, the transmission function T (ε) reads

T (ε) =
γ̃Aγ̃B

(ε− ε1)2 + (γ̃/2)2 , (3.25)

with γ̃ = γ̃A+ γ̃B (assuming energy-independent lead couplings in this example), and we have omitted
any tunneling-induced energy shift which is not captured by the T -matrix approach.

Transport currents obtained with the two approaches for a finite bias and temperature difference
(TB = 2TA ≡ 2T ) between the leads are plotted in Fig. 3.3 as a function of the gate voltage for two
different lead coupling strengths. To demonstrate the importance of cotunneling processes, we have
included master equation (ME) results based on sequential tunneling only (black dotted curves) that
do not depend on γ̃` in the units shown, as well as sequential plus cotunneling (dashed curves). The
results based purely on sequential tunneling differ significantly from the LB results unless γ̃` � kBT ,
and may even in some regions of parameter-space give the wrong sign of the heat current as seen in
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1
]

I A
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4
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Figure 3.3: Comparison of the electric current (a) and heat current (b) calculated with the ME and
LB approaches. Currents are plotted as function of gate voltage V1 for two different lead coupling
strengths γ̃A = γ̃B = γ̃` (energy-independent). The ME result including only sequential tunneling is
shown for reference (black dotted), and the vertical dashed lines mark the alignment of the dot level
with the electrochemical potentials of leads A (left) and B (right). Parameters: TB = 2TA ≡ 2/(kBβ),
µA = 3β−1, µB = −3β−1, and η = 10−3 β−1. Adapted from Publication [1].

8Specifically, we calculate the cotunneling integrals numerically in Fig. 3.3 and 3.5c, and state the value of η in the
figure captions.
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3.1 Thermoelectric effects: Coulomb-coupled quantum dots

Fig. 3.3b. However, for γ̃` < kBT , the ME results with cotunneling are in excellent agreement with
the LB formalism. For γ̃` > kBT , which is outside the regime of validity of the ME approach, the two
approaches deviate as expected.

3.1.3 Three-terminal setup: Steady-state thermoelectric currents
Consider now the setup illustrated in Fig. 3.1a with dot Hamiltonian

Ĥdots = ε1ĉ
†
1ĉ1 + ε2ĉ

†
2ĉ2 + Un̂1n̂2, (3.26)

where QD1 is tunnel-coupled to leads A and B, QD2 is tunnel-coupled to lead C, and U is the
interdot Coulomb coupling. A potential bias is applied to leads A and B such that µA = µ0 + eV/2
and µB = µ0 − eV/2 with µ0 = 0 set as reference.

In the basis of the occupation states |m〉 = |n1n2〉 ∈ {|00〉, |10〉, |01〉, |11〉}, we can write the master
equation that governs the evolution of the diagonal components of the reduced density matrix of the
QDs in a matrix form dp/dt = Lp, where p = (p00, p10, p01, p11), L = Ls + Lc, with Ls describing the
contribution from sequential tunneling,

Ls =




−Γ
−→
A
00,10 − Γ

−→
B
00,10 − Γ

−→
C
00,01 Γ

←−
A
10,00 + Γ

←−
B
10,00 Γ

←−
C
01,00 0

Γ
−→
A
00,10 + Γ

−→
B
00,10 −Γ

←−
A
10,00 − Γ

←−
B
10,00 − Γ

−→
C
10,11 0 Γ

←−
C
11,10

Γ
−→
C
00,01 0 −Γ

−→
A
01,11 − Γ

−→
B
01,11 − Γ

←−
C
01,00 Γ

←−
A
11,01 + Γ

←−
B
11,01

0 Γ
−→
C
10,11 Γ

−→
A
01,11 + Γ

−→
B
01,11 −Γ

←−
A
11,01 − Γ

←−
B
11,01 − Γ

←−
C
11,10


,

(3.27)
and Lc is the contribution from nonlocal cotunneling processes

Lc =




−Γ
−→
A
−→
C

00,11 − Γ
−→
B
−→
C

00,11 0 0 Γ
←−
A
←−
C

11,00 + Γ
←−
B
←−
C

11,00

0 −Γ
−→
C
←−
A

10,01 − Γ
−→
C
←−
B

10,01 Γ
−→
A
←−
C

01,10 + Γ
−→
B
←−
C

01,10 0

0 Γ
−→
C
←−
A

10,01 + Γ
−→
C
←−
B

10,01 −Γ
−→
A
←−
C

01,10 − Γ
−→
B
←−
C

01,10 0

Γ
−→
A
−→
C

00,11 + Γ
−→
B
−→
C

00,11 0 0 −Γ
←−
A
←−
C

11,00 − Γ
←−
B
←−
C

11,00


. (3.28)

Notice that we include local cotunneling processes in the transport currents cf. Eq. (3.15), however,
these do not change the state of the system and therefore do not enter the master equation.

The steady-state electric current in System 1, I ≡ IA = −IB , is shown in Fig. 3.4a as a function of
gate detuning V2−V1 and total gating V2 +V1 at low temperature in the vicinity of the so-called triple
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Figure 3.4: (a) Electric current in System 1 as a function of gate detuning V2 − V1 and total gating
V2 + V1 at low temperature, kBT` = 10−2 U . The degeneracy lines of the honeycomb vertex are
indicated with dotted lines. (b) Heat current in lead A, JA, at high temperature, kBT` = 10−1 U
(contours indicate where JA and JB are zero). (c) Heat current in lead C, JC , for kBT` = 10−1 U .
Parameters: γ̃A/B(ε) = 10−3 U , γ̃C(ε) = 10−2 U , and eV = 0.3U . From publications [1, 50].
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points at (V1, V2) = (0, 0), (U,U). Near the degeneracy lines ∆00,10 = ∆01,11 = 0, sequential tunneling
processes dominate and give rise to a strong current. However, outside the bias window around
these degeneracy lines, cotunneling processes dominate over the exponentially suppressed sequential
tunneling processes. In particular, nonlocal cotunneling processes give rise to the enhanced current
along the ∆10,01 = 0 degeneracy line.

The heat current JA in lead A is shown in Fig. 3.4b as a function of gate voltages. Near the
degeneracy lines where sequential tunneling processes dominate, the heat current turns from positive to
negative (from heating to cooling) as the dot energy level changes from filtering out electrons tunneling
from below to from above the chemical potential in lead A (similar to the behavior in Fig. 3.3b), as also
confirmed experimentally in e.g. metallic QD systems [68, 16]. However, the cooling of lead A happens
at the cost of heating in lead B, and the whole System 1 is heated from this Joule heating. However, in
the center of the diagram both leads in System 1 are cooled (the zero-point of the heat current in lead
A and B are shown with dashed lines, and as solid lines in the center of the diagram to mark the region
where both heat currents become negative). From the heat current in lead C shown in Fig. 3.4c, the
cooling of System 1 is seen to be at the cost of heating System 2. This occurs in spite of the fact that no
electrons are exchanged between the two systems, and is caused solely by the Coulomb-mediated energy
exchange between the two QD systems. The origin of the mechanism was discussed qualitatively in the
beginning of Sec. 3.1, and the mechanism is the driving force behind "demon"-induced cooling [69, 16],
energy harvesting [14, 70, 15, 51], as well as Coulomb drag [71, 62]. Analytically, when considering
sequential tunneling processes only, one can show [14] that the total heat currents in System 1 and
System 2 are9 Js1 = U(Γ+ − Γ−)/τs + (µA − µB)Is/e and Js2 = U(Γ− − Γ+)/τs, respectively, where
Γ− ≡ Γ00,01Γ01,11Γ11,10Γ10,00, Γ+ ≡ Γ00,10Γ10,11Γ11,01Γ01,00, and τ

s is merely a normalization factor
which depends on the sequential tunneling rates. The Coulomb-mediated energy exchange is given
by the term proportional to U , with Γ− governing the cooling cycle illustrated in Fig. 3.1b, and
the last term in Js1 is the contribution from Joule heating. Upon including cotunneling processes, the
expressions for the thermoelectric currents become more complicated, however, we can understand the
effect from cotunneling by plotting the individual contributions from sequential tunneling processes
and cotunneling processes as in Fig. 3.5a. The figure clearly shows how higher-order processes
contribute to heating, similarly to the discussion in Ref. [16] for metallic dots. In particular, as we
saw in Fig. 3.4b, the effect from the interaction-mediated energy-exchange is dominant in the center
of the stability diagram where the system can fluctuate between the |10〉 and |01〉 state via nonlocal
cotunneling processes, which can thereby transfer energy between the two systems. However, in a
cotunneling process the intermediate state does not have to conserve energy, therefore these processes
overall contribute to heating the system. Figure 3.5a also shows the dominating contribution from
joule heating that sets in at large bias voltages.

Large lead couplings, γ̃`(ε) ∼ kBT,U , are desirable to maximize the achievable cooling power [72],
however, this also increases the adverse contribution from higher-order tunneling processes. Denoting
the minimum in J1 as a function of bias voltage as the maximum cooling power, J1,max ≡ min J1(V ),
we can show the cooling effect as a function of tunneling rates in Fig. 3.5b. As discussed qualita-
tively above, cooling is achieved for γ̃C > γ̃A/B and increases with increasing rates until cotunneling
processes start to become important and reduce the area in the lead coupling parameter space where
cooling is achieved. However, as we show in Fig. 3.5c, we can enhance the effect further with energy-
dependent lead couplings, similarly to the enhancement of the heat to current conversion discussed in
Ref. [14]. Indeed, for small bias voltages and temperature differences compared to the energy scale
at which the lead couplings vary, we can consider the expansion of the lead couplings10 around their

9We define the total heat currents (from sequential and cotunneling processes) in System 1 and 2 as J1 = JA + JB
and J2 = JC , respectively, and use superscript s and c to denote the individual contributions from sequential (e.g. Js1 )
and cotunneling (e.g. Jc1) processes.

10To ensure that the lead coupling strengths are positive, a linear expansion is only appropriate when the bias window
or the thermal window exponentially suppress the contribution to the cotunneling integrals at energies where the lead
coupling becomes negative. In the numerical calculation we take the absolute value of the lead couplings.
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Figure 3.5: (a) Heat current J1 as a function of bias voltage for γ̃A/B(ε) = 10−3U and γ̃C(ε) =
10−2U . The individual contributions from sequential (Js1 ) and cotunneling (Jc1) are also shown. (b)
Maximum cooling power, J1,max, as a function of the lead coupling strengths for energy-independent
couplings. Parameters in (a)-(b): eV1 = eV2 = U/2 and kBT = 0.1U . (c): Performance boosting
with energy-dependent lead couplings (sketched in the inset). Maximum cooling power as function
of temperature for different lead coupling strengths: ∂γ̃A = −∂γ̃B = xγ̃

A/B
0 /U , with x = 0 (black)

to x = 1 (light blue) in steps of 0.2. The full (dashed) lines show the result obtained with (without)
cotunneling. Parameters in (c): γ̃C(ε) = 10−2 U , γ̃A/B0 = 10−3 U , eV1 = eV2 = U/2, and η = 10−4 U .
From publications [1, 50].

value at µ0,
γ̃`(ε) = γ̃`0 + (ε− µ0)∂γ̃`, γ̃`0 = γ̃`(µ0), ∂γ̃` ≡ ∂γ̃

`
(ε)

∂ε |ε=µ0
. (3.29)

For µA > µB , the configuration illustrated in the inset of Fig. 3.5c boosts Γ−/Γ+. This results
in an enhancement of the cooling power by suppressing tunneling between leads A and B via two
sequential tunneling processes, while at the same time promoting the processes of the cooling cycle in
Fig. 3.1b. As seen in Fig. 3.5c, when tuning the energy-dependence of the lead couplings, a significant
enhancement of the cooling power is achieved, although still reduced by cotunneling processes.

3.1.4 Short summary
In this section we encountered our first example of non-equilibrium transport processes in nanostruc-
tures induced from coupling to external reservoirs with unequal electron distributions. In particular,
we studied thermoelectric effects in a system of capacitively coupled quantum dots, focusing in par-
ticular on a three-terminal configuration [14] where the interdot Coulomb-interaction mediates an
energy exchange between two otherwise decoupled systems. We set up a master equation with rates
calculated from the T matrix, which enabled us to discuss the contribution from coherent cotunneling
processes. To benchmark the T -matrix approach, we considered a non-interacting single level coupled
to source and drain leads for which the Landauer-Büttiker formalism is exact, and demonstrated ex-
cellent agreement in the regime of validity of the T -matrix approach (small tunnel couplings to the
leads γ̃ < kBT ) when cotunneling processes are included in the master equation.

For the three-terminal setup, we found that cotunneling processes can contribute significantly in
the center of the stability diagram where the interdot mediated energy-exchange is dominant. To
boost the thermoelectric cooling effect we included energy-dependent lead couplings in the formalism.
In all cases, cotunneling processes reduce the cooling effect since they do not share the delicate energy
selectivity inherent to sequential tunneling processes. In future work, it would be interesting to
consider alternative regularization schemes for higher-order processes, as discussed in Ref. [33].
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3.2 Cooper pair splitter

This section is based on Publication II, Physical Review Letters 120, 087701 (2018) by N.
Walldorf, C. Padurariu, A.-P. Jauho, and C. Flindt, and Publication IV, Physical Review
B 101, 205422 (2020) by N. Walldorf, F. Brange, C. Padurariu, and C. Flindt.

In the previous section, we saw an example of how to engineer a particular electron transport effect
in a nanostructure composed of Coulomb-coupled quantum dots attached to electron reservoirs. In
particular, we considered the inter-dot mediated energy-exchange which resulted from a cycle of tun-
neling processes of single electrons (to lowest order) to and from metallic source and drain reservoirs.
In this section, we will discuss another setup, a so-called Cooper pair splitter (proposed by P. Recher
et al. [13] and G. B. Lesovik et. al. [12]), where instead of single electrons originating from a metallic
reservoir, the source of particles are entangled electron-pairs originating from a superconductor.

Entangled particle-pairs are particles whose state cannot be described independently from each
other, and may share a correlated degree of freedom even when spatially separated (we will see an
explicit example below). Historically, such non-local correlations of entangled particle-pairs led to
the Einstein-Podolsky-Rosen (EPR) paradox, arguing that the description of reality as described by
quantum mechanics was incomplete [73]. The paradox was settled by an experimental test proposed
by J. S. Bell [74] which was first verified experimentally by A. Aspect et al. [75]. Today, entangled
particle-pairs form a key ingredient in a range of quantum applications such as quantum information
and cryptography [76], and long-range distribution of entangled photon pairs is already a reality [77]
[78]. The prospect of utilizing entanglement properties in solid-state circuits has led to significant
research in entangled electrons in nanostructures. Preservation of entanglement is challenged by
decoherence from interactions in nanostructures, however, electron spin coherence has been shown to
be maintained over distances greater than 100 µm in semiconductors [79].

Superconductors have been proposed as a natural source of mobile spin-entangled pairs in solid-
state circuits. Superconductivity was discovered by Kamerlingh Onnes in 1911 as the disappearance of
electrical resistance in mercury below 4.2 Kelvin11. Since the discovery of superconductivity, different
underlying pairing mechanisms have been proposed to explain different (conventional and uncon-
ventional) superconducting states of matter. In the BCS theory of conventional superconductivity,
proposed by Bardeen, Cooper, and Schrieffer in 1957 [81], the pairing mechanism is caused by lattice
deformations which mediates an attractive electron interaction, which when dominating over the re-
pulsive Coulomb-interaction can give rise to a superconducting phase where electrons are grouped into
pairs (Cooper pairs) of opposite spin and momentum. The pairing is described by the BCS mean-field
Hamiltonian

ĤSC =
∑

qσ

εqâ
†
qσâqσ−

(∑

q

∆ â†q↑â
†
−q↓+h.c.

)
, (3.30)

where the first term describes non-interacting electrons with momentum q, spin σ, and single-particle
energy εq, created (annihilated) by the operators â†qσ (âqσ), and the second term is the so-called pairing
term which governs the attractive (isotropic12) interaction on a mean-field level. The factor ∆ =

|∆|eiφS is the superconducting order parameter with phase φS and amplitude |∆|, which equals the
energy-gap that developes around the Fermi-level. The superconducting gap depends on the particular
material and setting, but is in the order of ∼ 102 µeV for the aluminium-based superconductors in Refs.
[82, 83, 84]. Upon coupling a (BCS) superconductor to two spatially separated quantum dots QD`,
` ∈ {L,R} (see Fig. 3.6) with large intradot Coulomb interactions U` which prevent double-occupancy
of the individual QDs (U` ∼ 1 meV in Refs. [82, 83]), in the limit of a large superconducting gap, upon
tracing over the superconductor degrees of freedom the QD system coupled to the superconductor can

11See e.g. the review [80] on the discovery of superconductivity with references to original notebooks and publications
by Kamerlingh Onnes.

12Anisotropic effects can be included in a momentum-dependent order parameter ∆q .

26



3.2 Cooper pair splitter

L R
SC

QDL QDR

Figure 3.6: Spatial illustration of a Cooper pair splitter consisting of two QDs coupled to a super-
conducting (SC) source of Cooper pairs and two normal-metal drains (L, R). The figure is adapted
from Publication IV, and is inspired by the original proposal in Ref. [13] Fig. 1.

be described by the effective Hamiltonian [43, 85] (we refer to App. A.3 for a derivation)

ĤS =
∑

`σ

ε` d̂
†
`σd̂`σ −

~γCPS√
2

(
d̂†L↓d̂

†
R↑ − d̂

†
L↑d̂
†
R↓+ h.c.

)
− ~γEC

∑

σ

(
d̂†Lσd̂Rσ + h.c.

)
. (3.31)

Here, the operator d̂†`σ (d̂`σ) creates (annihilates) an electron in QD` with spin σ ∈ {↑, ↓} and energy13

ε` relative to the chemical potential of the superconductor, µS = 0. The empty state couples to the
singlet state with amplitude ~γCPS, which describes the coherent coupling of the quantum dots to
Cooper pairs in the superconductor. This non-local proximity effect is similar to the local proximity
effect induced in a single dot (which is suppressed by the large onsite interaction) [86] [85]. The
amplitude ~γEC governs the contribution from elastic cotunneling (EC) via the superconductor.

The Hamiltonian (3.31) reveals the spin-entangled singlet nature of Cooper pairs: even when
spatially separated in the two quantum dots, the spins of the spin-entangled electrons are correlated.
Upon coupling to two normal-metal leads14 as illustrated in Fig. 3.6, and with a bias applied15,
Cooper pairs can be converted into spatially separated entangled pairs and injected into the separated
normal-metal leads [13]. The strong intradot Coulomb interaction in the quantum dots ensures that
Cooper pairs originating from the superconductor do not tunnel to the same lead, but are spatially
separated by the two quantum dots before injected into the normal-metal drains. Such Cooper pair
splitters have been realized experimentally in various architectures16, e.g. using InAs nanowires [82]
or carbon nanotube based quantum dots [83].

Conventionally, transport in Cooper pair splitters is characterized by means of electric current
and zero-frequency shot noise16. Here we discuss the rich information available in the distribution of
electron waiting times between electron tunneling events into the drains (defined in Eqs. (3.45)-(3.46)
below), as well as finite-frequency shot noise (which we define in Eq. (3.39) below).

3.2.1 Master equation
Since we are interested in unidirectional transport of split Cooper pairs originating from the supercon-
ductor and injected into the normal metal leads, we use the result from Sec. 2.2 and write a master
equation for the reduced density operator17 ρ̂S , which reads

d

dt
ρ̂S(t) = − i

~
[ĤS , ρ̂S(t)] +D[ρ̂S(t)] ≡ Lρ̂S(t), (3.32)

13We treat the QDs as spin-degenerate single levels, i.e. the level spacing is assumed to be larger than the bias (and
temperature) window.

14The full Hamiltonian is detailed in App. A.3.
15We summarize the operating conditions in Eq. (3.36) below.
16We refer to references in publication II and IV, attached in the end of the thesis.
17Where all lead degrees of freedom have been traced out. See also App. A and B in Publication IV, attached in the

end of the thesis.

27



Chapter 3. Transport in nanostructures

with dissipator D defined in Eq. (2.26). For the tunneling Hamiltonian ĤT =
∑
`kσ

(
t` ĉ
†
`kσd̂`σ + h.c.

)
,

where ĉ†`kσ (ĉ`kσ) creates (annihilates) an electron in reservoir ` ∈ {L,R} with spin σ and momentum
k, in the working regime of a unidirectional transport, the dissipator becomes

D = −1

2

∑

σ`ξθθ
′

γ`θθ
′D(−ξ)θ′

`σ Dξθ
`σδ−ξθ,−, γ` =

2π

~
ν`|t`|2, (3.33)

which, upon acting on the reduced density operator, takes the form [87, 43]

D[ρ̂S ] =
∑

σ`

γ`

[
d̂`σρ̂S d̂

†
`σ −

1

2
{ρ̂S , d̂†`σd̂`σ}

]
. (3.34)

As in the example in Sec. 2.3, terms of the form J`σρ̂S ≡ γ` d̂`σρ̂S d̂
†
`σ describe incoherent tunneling

processes in which an electron with spin σ in QD` tunnels into lead `. Only terms of the form as in
the second term in Eq. (2.28) contribute in Eq. (3.34) since both normal leads act as drains.

The Liouvillian can be expressed as a matrix in terms of its action on the matrix elements
of the reduced density operator [88], ρmn ≡ 〈m|ρ̂S |n〉, where |m〉 ∈ {|0〉, |`σ〉 = d†`σ|0〉, |S〉 =

2−1/2
(
d†L↓d

†
R↑ − d

†
L↑d
†
R↓

)
|0〉}. In the basis {ρ(0)(0), ρ(L↑)(L↑), ρ(L↓)(L↓), ρ(R↑)(R↑), ρ(R↓)(R↓), ρ(S)(S), ρ(0)(S),

ρ(S)(0), ρ(L↑)(R↑), ρ(R↑)(L↑), ρ(L↓)(R↓), ρ(R↓)(L↓)}, the Liouvillian becomes

L=




0 γL γL γR γR 0 −iγCPS iγCPS 0 0 0 0
0 −γL 0 0 0 γR

2 0 0 −iγEC iγEC 0 0
0 0 −γL 0 0 γR

2 0 0 0 0 −iγEC iγEC
0 0 0 −γR 0 γL

2 0 0 iγEC −iγEC 0 0
0 0 0 0 −γR γL

2 0 0 0 0 iγEC −iγEC
0 0 0 0 0 −(γL+γR) iγCPS −iγCPS 0 0 0 0

−iγCPS 0 0 0 0 iγCPS iε− γL+γR
2 0 0 0 0 0

iγCPS 0 0 0 0 −iγCPS 0 −iε− γL+γR
2 0 0 0 0

0 −iγEC 0 iγEC 0 0 0 0 −iδ− γL+γR
2 0 0 0

0 iγEC 0 −iγEC 0 0 0 0 0 iδ− γL+γR
2 0 0

0 0 −iγEC 0 iγEC 0 0 0 0 0 −iδ− γL+γR
2 0

0 0 iγEC 0 −iγEC 0 0 0 0 0 0 iδ− γL+γR
2




,

(3.35)
where ε ≡ (εL + εR)/~ and δ ≡ (εL − εR)/~. We recognize terms in the off-diagonal (diagonal) of
the Liouvillian and corresponding to diagonal components of the reduced density matrix as describ-
ing incoherent tunneling events (conservation of probability), and the remaining off-diagonal terms
correspond to coherent CPS and EC processes.

In the following, we consider the stationary transport properties as obtained from the stationary
reduced density matrix, ρ̂(S), given as the normalized solution to Lρ̂S = 0. Furthermore, to summarize
we consider the following operating conditions

kBT, ε`, ~γEC, ~γCPS, ~γ` � |µ`| < |∆| < U`, (3.36)

where T is the temperature18 and µ` is the negative electrochemical potential of drain electrode `
relative to µS .

3.2.2 Steady-state transport properties

Current

In the limit of large Coulomb interaction, Cooper pair splitting (CPS) is the only process injecting
charge equally into each quantum dot. Possible contact asymmetries together with EC may, however,
lead to unequal particle currents flowing into each collector, I` ≡ Tr[J`ρ̂(S)], where J` =

∑
σ J`σ, and

18The assumption of a small temperature is needed to satisfy the Gurvitz-Prager conditions of unidirectional transport
[32]. In this regime, temperature does not enter as an explicit parameter in the rates (see Sec. 2.3).
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Figure 3.7: (a) Average current from the superconductor into the drain electrodes as a function of
the quantum dot levels. (b) Average current as a function of the sum ε = (εL + εR)/~ (black curves
with corresponding ε-axis), and the detuning δ = (εL− εR)/~ (gray curve with corresponding δ-axis),
of the quantum dot levels corresponding to the three cuts in the left panel. (c) Average current in
the left and right lead as a function of εR for a fixed εL = −4~γ. The remaining parameters are
γCPS = γEC = γ, γL = 1.5γ, γR = 0.5γ. (a) and (b) from Publication IV.

Tr sums over diagonal-component basis elements of the density matrix19 [89]. The total steady-state
particle current flowing from the superconductor into the two dots, IS ≡ IL + IR, reads

IS = γ̄2
CPSγΣ, (3.37)

where

γ̄2
CPS ≡

(2γCPS)2

ε2 + γ2
Σ + (2γCPS)2/η

, γ̄2
EC ≡

(2γEC)2

δ2 + γ2
Σ + (2γEC)2 , η ≡1 +

(
γ∆

γΣ

)2 [
γ̄2
EC − 1

]
, (3.38)

with γΣ ≡ (γL + γR)/2 and γ∆ ≡ (γL − γR)/2. We note that the current reduces to the expression
in Ref. [43] obtained for γEC = 0 and with energy renormalization absorbed into the dot-levels (as
discussed in App. A.3), which again reduces to the result in Ref. [13] in the limit γCPS � γΣ.

The average current from the superconductor is shown in Fig. 3.7a as a function of the energies
of the quantum dots, and particular cuts are shown in Fig. 3.7b. The current presents a Lorentzian
shaped resonance around ε = 0, where the double occupied state from Cooper pair splitting is on
resonance with the empty state. The non-local nature of the governing transport processes is clearly
seen in Fig. 3.7c as an increased current in both the left and right collector when εR is tuned
into resonance such that ε = 0. The asymmetry in the two current outputs is caused by contact
asymmetries together with EC, which also gives rise to the enhanced current in Fig. 3.7b when also
EC is on resonance at δ = 0. In the limit of symmetric normal contacts γL = γR the EC process does
not contribute to the average current.

Although the current already gives us some insight into the non-local nature of the transport
processes in the system, in the following we discuss some alternative transport characteristics that
reveal even richer and detailed information about the governing transport processes.

Current correlations

Before turning our attention to the distribution of so-called electron waiting times, let us first consider
the somewhat more conventional measure of current correlations. In particular, the discrete nature

19For example, for the current flowing into the left collector, we express JL in the same basis as the Liuovillian
in Eq. (3.35), and let it act on the corresponding vector containing the matrix-elements of ρ̂(S). Taking Tr gives
IL = γL

(
ρ

(S)
(L↑)(L↑) + ρ

(S)
(L↓)(L↓) + ρ

(S)
(S)(S)

)
in agreement with Ref. [43]. See also App. A.4 for a derivation of the

expression for the current in terms of full counting statistics.

29



Chapter 3. Transport in nanostructures

of tunneling electrons give rise to fluctuations in the electrical current, referred to as shot noise, and
hence measurements of shot noise may provide insight into the underlying physical processes in the
system. The shot-noise power spectrum is defined as [90, 91]

S``′(ω) =
1

2

∫ ∞

−∞
dteiωt〈{δÎ`(t), δÎ`′(0)}〉, (3.39)

where δÎ`(t) = Î`(t) − I`, ` = L,R measures the deviation of the tunnel current20 from its average
value in steady state, and curly brackets denote the anti-commutator. Notice that the definition in
Eq. (3.39) also includes cross correlations between different leads, ` 6= `′ [90]. Using the so-called
MacDonald’s formula, we can calculate the real part of the noise power spectrum21 from the master
equation as [92, 93, 91]

S``′(ω) = δ``′Tr[J`ρ̂
(S)]− Re

{
Tr
[
J`R(ω)J`′ ρ̂

(S)
]
+(`↔`′)

}
, (3.40)

where the pseudoinverse, R(ω), is defined as

R(ω) = Q(L+ iω)−1Q, (3.41)

in terms of the orthogonal projectors Q = 1 − P and P[ · ] = ρ̂(S)Tr[ · ]. Zero-frequency noise of
the Cooper pair splitter has previously been calculated numerically in e.g. Refs. [94, 95]. From Eq.
(3.40) the full noise power spectrum can be calculated analytically22. In particular, for the symmetric
configuration γL = γR ≡ γN , upon defining the average current IN ≡ IL = IR = IS/2, the Fano factor
F``′(ω) ≡ S``′(ω)/IN takes the rather compact form23

F``′(ω) = δ``′ − INγN (γ2
N + ω2

CPS)

(
5γ2
N + ω2

CPS + ω2

h(ωCPS, ω)
− (1− δ``′)

2γ2
CPS(γ2

N + ω2)

+ (−1)δ``′
[
γEC
γCPS

]2
γ2
N + ω2

EC − 3ω2

h(ωEC, ω)

)
,

(3.42)

where we have defined the characteristic frequencies ωCPS =

√
4γ2

CPS + ε2 and ωEC =

√
4γ2

EC + δ2,
as well as the function

h(ω0, ω) = (γ2
N + ω2)3 + 2(γ4

N − ω4)ω2
0 + (γ2

N + ω2)ω4
0 . (3.43)

The noise power spectrum (3.42) is limited to frequencies |ω| � |µ`/~|, cf. our assumptions in Eq.
(3.36), however, algebraically F``′(ω) → δ``′ as ω → ∞ as in the experiment in Ref. [96]. The zero-
frequency noise equals the second cumulant of the steady-state statistics. In particular, we find for
F``′ ≡ F``′(0),

F``′ = 1 +

(
δ``′ −

1

2

)
γ̄2
EC −

IN
γN

(
1 +

2INγN

γ2
CPS

)
. (3.44)

The zero-frequency Fano factor (3.44) reveals that in the limit of large drain tunneling rates and
in the absence of elastic cotunneling where only the first term dominates, fluctuations as expressed by

20For simplicity we consider the particle current correlations which differs from the charge current correlations by a
factor e2.

21The auto-correlation spectrum, S``(ω), is always real and positive. However, cross correlations, S 6̀=`′ (ω), can take
complex values at finite frequencies. As is customary in the literature, we only consider the real part, and from now on
we let S

` 6=`′ (ω) denote the real part.
22See Ref. [89] for details on how to evaluate the pseudoinverse.
23This result has been obtained independently by N. Walldorf and F. Brange. F. Brange obtained the result via the

so-called g(2)-function [4].
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Figure 3.8: Finite-frequency noise. (a) Fano factor of the cross-correlations as a function of the
frequency and the total energy of the quantum dots. The other parameters are γL = γR ≡ 0.5γ,
γCPS = 4γ, γEC = 2γ, and δ = 0. (b) Auto- (gray) and cross- (blue) correlations as functions of the
frequency for εL = εR = 0 and γL = γR ≡ 0.5γ, γCPS = 4γ, γEC = 2γ (solid), given by the cut in the
left panel, and γL = γR ≡ γ, γCPS = γEC = 0.1γ (dotted). In both panels, we indicate ωCPS and ωEC.
From Publication IV.

the auto Fano factor F`` approach unity, and transport into each drain resembles a Poisson process24.
However, since electrons in each drain emerge from split Cooper pairs, the cross currents are highly
correlated, and also the cross Fano factor that describes (cross-) correlations is positive. Indeed,
positive cross-correlation noise was measured experimentally for the Cooper pair splitter in Ref. [97].
The presence of elastic cotunneling can mix the separate flows of electrons from split Cooper pairs,
thereby reducing correlations and increasing fluctuations as described by the second term in Eq. (3.44).
As the drain tunneling rates are reduced, and all governing processes become more intertwined, the
Fano factor is complicated further by the additional contribution from the third term in Eq. (3.44).

The frequency-dependent noise spectrum provide additional insights into the transport processes.
In particular, Fig. 3.8 shows the frequency-resolved Fano factor. Importantly, for small tunneling
rates to the drains (solid curves), the characteristic frequencies ωCPS and ωEC in Eq. (3.42) show
up as dips and peaks, respectively, in the cross Fano factor. In the regime of large drain tunneling
rates (dotted curves), the frequency-resolved Fano factor develops a centralized structure with extrema
characterized by the zero-frequency Fano factor. Thus, finite-frequency noise measurements may allow
one to understand the relative importance of incoherent and coherent processes, and when the rate of
the latter exceeds the former, it may provide additional insight into the role of Cooper pair splitting
versus elastic cotunneling. We note, however, that delicate features in the finite-frequency noise
spectrum may be sensitive to external decoherence and dephasing mechanisms that are not included
here.

Electron waiting times

An alternative way to describe the transport characteristics of the Cooper pair splitter is in terms of
so-called electron waiting time distributions (WTD), i.e. the distribution of waiting times between
electron tunneling events to the metal collectors. Experimentally, there is a trade-off between separat-
ing time-scales to control the governing processes in Cooper pair splitters, and achieving large enough
currents for conventional current measurements. For example, in Refs. [82, 83] the tunnel couplings
are in the same order of magnitude as the superconducting gap, corresponding to rates in the order of
GHz. Hence transport may not be fully limited to subgap transport, and it is commented in Ref. [82]
that "there is potential for improving the efficiency of such a device by using more opaque tunnelling

24See, e.g., also the experimental results in Ref. [47] for Poissonian transport through an asymmetrically coupled
QD.
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barriers." Indeed, there has been a recent interest in studying transport in nanostructures with tunnel-
ing rates in the kHz, where real-time detection of tunneling events is feasible, and the distribution of
waiting times between tunneling events can be measured. For example, real-time detection was used
to study transport statistics of a single-electron transistor [96] and cross normal-state–superconductor
interfaces [84], with the latter reference proposing as an outlook "experimental investigations of the
statistics of entangled electron pairs" [84]. Experimental measurements of electron waiting time dis-
tributions is still a somewhat new, but growing, research field [98, 99, 100, 101, 102], which at this
stage has focused mainly on analyzing dynamics in single quantum dots25. However, the Cooper pair
splitter is a very interesting system to characterize in terms of electron waiting time distributions,
and we show in the following how the WTD provides a fairly direct view into the governing transport
processes, and in particular into the non-local nature of Cooper pair splitting.

Experimentally, waiting time distributions and frequency-dependent current statistics can be measured
from charge detections in real-time. For example, in Ref. [96] the authors study frequency-resolved
transport properties of a quantum dot coupled through tunneling barriers to source and drain electrodes
(in the regime of unidirectional transport). The quantum dot is fabricated from local depletion of electrons
in a two-dimensional electron gas in a GaAs/AlGaAs heterostructure. The electron occupancy of the
quantum dot is measured in real time by passing a current through a nearby quantum point contact
(QPC). The conductance of the QPC is highly sensitive to the electron occupancy on the QD, and hence
the current shows abrupt jumps in real-time when the occupancy on the dot changes (see e.g. Fig. 1(a)
in Ref. [96]). This enables the authors to fully characterize the device in terms of frequency-dependent
current statistics.

We define the waiting time distribution (WTD) [103, 104]

Wji(τ) ≡ Tr[Jje(L−Jj)τJiρ̂(S)]

Tr[Jiρ̂(S)]
, (3.45)

where Wji(τ)dτ measures the probability that, given an event of type i has just occurred, an event of
type j occurs in the time interval dτ that follows after a period of length τ where no events of type j
has occurred, as well as the exclusive waiting time distribution [91]

Wex
ji (τ) ≡ Tr[JjeL

ex
τJiρ̂(S)]

Tr[Jiρ̂(S)]
, (3.46)

where Lex = L−∑k Jk removes all possible incoherent transitions from the full time evolution given
by L. Using that

∫ T
0
dτe(L−Jj)τ T→∞−−−−→ −[L − Jj ]−1, one has

∫ ∞

0

dτWji(τ) = −Tr[Jj [L − Jj ]−1Jiρ̂(S)]

Tr[Jiρ̂(S)]
=

Tr[[L − Jj ][L − Jj ]−1Jiρ̂(S)]

Tr[Jiρ̂(S)]
= 1, (3.47)

where we have used that Tr[L[ • ]] = 0 due to conservation of probability (can e.g. be seen by acting
with L in Eq. (3.35) on a general vector). By contrast, the exclusive WTD is only normalised upon
integrating over all waiting times and summing over all types of final events.

The definition of the waiting time distribution can be motivated in various ways. Here we are inspired
by the discussion in Ref. [105]. Expanding the exponential of the Liouville operator, L = L0 +

∑M
l=1 Jl,

25See, however, Ref. [101] for an experiment on double quantum dots.
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we can unravel the master equation as [91] [105, Eq. (7.17)]

ρ̂S(t) =

∞∑

n=0

M∑

l1=1,···ln=1

∫ t

0

dtn · · ·
∫ t2

0

dt1

{
St−tnJlnStn−tn−1

Jln−1
· · · Jl1St1 ρ̂S,0

}
≡
∞∑

n=0

ρ̂S(n, t),

(3.48)
where St = exp[L0t] and the quantity inside { • } is the unnormalized conditioned density operator
describing the time-evolution of an initial density operator ρ̂S,0, interrupted by n jumps of type li at
times ti with i = 1, . . . n [91]. We can understand Eq. (3.48) as a generalized sum over all the possible
event trajectories that the system can follow during its evolution. Each trajectory may involve any
number of different events, from n = 0 to n = ∞, and the times of the events can be any ordered
sequence of n times in the interval [0, t] [105]. We can define a conditioned density operator by taking a
particular trajectory, normalize it, and give it a physical interpretation in terms of an evolution without
events interrupted by collapses at the times of the events [105]. Consider the subset of trajectories with
two types of jump processes, i and j, where the final jump only is of type j, and let us furthermore reduce
to the subset where the stationary density matrix ρ̂(S) evolves after an event of type i to the last event
j at tl = τ

ρ̂S,c(τ) ≡ JjSτJiρ̂(S)
+

∫ τ

0

dt1JjSτ−t1JiSt1Jiρ̂
(S)

+

∫ τ

0

dt2

∫ t2

0

dt1JjSτ−t2JiSt2−t1JiSt1Jiρ̂
(S)

+ · · ·

= Jje(L0+Ji)τJiρ̂(S)
= Jje(L−Jj)τJiρ̂(S)

. (3.49)

The trace of this unnormalized conditional density matrix can be interpreted as the probability of these
trajectories to occur, and upon dividing by the rate of events of type i we obtain the normalized waiting
time distribution in Eq. (3.45).

Figures 3.9a and 3.9b show the spin-resolved waiting time distributions26 (solid lines) for transitions
into the same lead (local WTD) and different leads (non-local WTD), respectively, with levels detuned
so that only CPS processes are on resonance and γL, γR � γCPS, γEC. Since the QDs cannot be doubly
occupied, the distribution of waiting times between transitions into the left lead (Fig. 3.9a) is strongly
suppressed at short times, and vanishes completely at τ = 0. At long times, the local WTD is governed
by the slow refilling of the left QD and the subsequent tunneling of an electron into the left lead. This
local WTD resembles what one would expect for single-electron tunneling through a single QD without
any Cooper pair splitting (see e.g. the experimental paper [100], and in particular Fig. 3(a)). By
contrast, the non-local distribution of waiting times between transitions into different leads (Fig. 3.9b)
shows an entirely different short-time behavior for opposite spins. The tunneling of a spin-up electron
into the left lead is likely followed by the tunneling of a spin-down electron into the right lead, signaled
by a large peak in the non-local WTD at short times. This is a clear signature of the splitting of
Cooper pairs, and reflects the non-local nature of the CPS processes. At long times, the non-local
WTD is governed by the slow refilling of the right QD by an electron from a new Cooper pair and the
subsequent tunneling of the electron into the right lead. Thus, the non-local waiting time distribution
carries information about the short waiting times between electrons from the same Cooper pair and
the long waiting times between electrons originating from different Cooper pairs. For opposite spins,
the local intermediate-time WTD in Fig. 3.9a shows a small enhancement due to elastic cotunneling.
This effect is enhanced in Fig. 3.9c where both CPS and EC processes are tuned into resonance.

To gain further insights, we can evaluate the exclusive WTD analytically. For example, with

26We apply the matrix exponential in Eqs. (3.45)-(3.46) using the function "MatrixExp" in Mathematica (see also
Ref. [91]).
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εL = −εR = 10~γ. (c) Spin-resolved WTDs for tunneling into the same lead with same parameters
except that εL = εR = 0. From Publication II.

γL = γR = γN and εL = −εR = ε~, we find

Wex
`σ,`
′
σ(τ) =

γN
2
e−γNτα2

CPS[1− cos (ω̄CPSτ)] ,

Wex
`σ,`σ̄(τ) =γNe

−γNτα2
EC[1− cos(ω̄ECτ)] +Wex

`σ,`σ(τ),

Wex
`σ, ¯̀̄σ(τ) =

γN
2
e−γNτ + 2Wex

`σ,`σ(τ)−Wex
`σ,`σ̄(τ),

(3.50)

with L̄ = R and ↑̄ =↓ and vice versa, and we have identified the frequencies ω̄CPS = 2
√
γ2
CPS − (γN/2)2

and ω̄EC = 2

√
γ2
EC + ε2 associated with the coherent CPS and EC processes, and introduced the ratios

αCPS = γCPS/ω̄CPS and αEC = γEC/ω̄EC. Exclusive WTDs are plotted with dashed lines in Figs. 3.9a-
b. If γCPS � γL, γR, the WTD exhibits oscillations with frequency ω̄CPS ' 2γCPS (discussed below).
By contrast, for γCPS � γL, γR, the frequency becomes imaginary and now rather corresponds to an
exponential decay.

Experimentally, one might measure spin-resolved WTDs using ferromagnetic detectors [106, 107,
108, 109], which, however, is indeed more challenging than measuring charge states [110, 111, 112, 84].
However, from the non-local spin-resolved waiting time distribution, we can define a branching ratio
as

RR↓,L↑(τ) ≡ WR↓,L↑(τ)

WR↓,L↑(τ) +WR↑,L↑(τ)
. (3.51)

The branching ratio is shown in Fig. 3.10a and shows that it is highly probable that electrons separated
by a short non-local waiting time have opposite spins and they likely originate from the same Cooper
pair. Hence, the non-local nature of Cooper pair splitting may also conveniently be identified in the
charge-resolved WTDs shown in Fig. 3.10b-c and, experimentally, a measurement of these WTDs
(in particular, observing the difference in the short-time characteristics of the local and non-local
WTD in panel b and c, respectively) would constitute a strong evidence of efficient Cooper pair
splitting. In Fig. 3.10b-c, we also show the exclusive WTDs Wex

``
′(τ) =

∑
σ,σ
′Wex

`σ,`
′
σ
′(τ)/2. For short

times, we have Wex
LL(τ) ' (ω̄CPSτ)2. By contrast, for the WTD in Fig. 3.10c the short-time behavior

Wex
RL(τ) ' e−γNτ is governed by the escape rate, while the long-time decay Wex

RL(τ) ' e−2τγ
2
CPS/γN is

governed by the rate of Cooper pair splitting and emission.
Until now we have discussed the case where γCPS, γEC � γL, γR. While this regime may be most

attractive for efficient Cooper pair splitting, since the split pair is quickly transferred to the drains,
the opposite regime, γCPS, γEC � γL, γR, is also interesting. WTDs in this regime are plotted in
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Figure 3.10: (a) The branching ratio in Eq. (3.51) corresponding to the WTDs in Fig. 3.9b. (b)–
(c): Charge-resolved WTDs for tunneling into the same (b) and different (c) leads. Parameters are
γL = γR ≡ γN = 10γ, γCPS = γEC = γ, and εL = εR = 0. Dashed lines are exponentials with decay
rates γN (grey) and 2γ2

CPS/γN (black). From Publication II.

Fig. 3.11, where the rate of escape to the drains is so slow that several coherent oscillations (similar to
the oscillations discussed in Refs. [91, 113]), with frequency ω̄CPS ' 2γCPS, between the QDs and the
superconductor may occur. Such oscillations may, however, be sensitive to decoherence (see however
the discussion in Ref. [113]).

3.2.3 Short summary
In this section we discussed some transport characteristics of a Cooper pair splitter. In the regime of
unidirectional transport, large superconducting gap, and large intradot Coulomb-interactions which
prevent double-occupancy of the individual QDs, we described the Cooper pair splitter by a Markovian
master equation for the dynamics of electrons in the quantum dots, from which we obtained the steady-
state transport characteristics. For the current we recovered well-known results in certain limits.
Furthermore, we showed how the competing processes of Cooper pair splitting and elastic cotunneling
may be manifested in the low-frequency fluctuations of the currents and their cross correlations. In
the limit of small couplings to the normal-state leads, the two types of processes showed up as dips and
peaks in the finite-frequency noise spectrum of the cross correlations. We furthermore characterized
the Cooper pair splitter in terms of the distribution of electron waiting times, which provides a fairly
direct view into the governing transport processes and the non-local nature of Cooper pair splitting.
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Figure 3.11: (a) Spin-resolved WTDs for tunneling into the same lead. (b) Spin-resolved WTDs for
tunneling into different leads. In both panels, the parameters are γL = γR ≡ 0.1γ, γCPS = γEC = γ,
and εL = −εR = 10~γ. From Publication II.
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Specifically, the splitting of Cooper pairs is associated with a large peak at short times in the WTD
for tunneling into different drains. When the couplings to the collector leads are larger than the
amplitudes for Cooper pair splitting, a short waiting time between electrons tunneling into different
leads is associated with a fast emission of a split Cooper pair, while long waiting times are governed
by the slow coherent injection of Cooper pairs from a superconductor.

Although the simple model considered here allowed us to obtain some analytical results, in fu-
ture work, it would be useful to relax the assumptions of the ideal operating conditions, such as
including finite Coulomb-interactions, superconducting gap, bias voltages, and possible measurement
back-action mechanisms in order to obtain an even more realistic model relevant for comparison with
experiments. In this case, the master equation becomes non-Markovian in general. Recently, a real-
time diagrammatic theory of electron waiting times for non-Markovian dynamics has been discussed
in Ref. [114].

In perspective to our study of thermoelectric effects in Sec. 3.1, we also highlight some recent
studies, and indeed an interesting route of research, of thermoelectric effects in Cooper pair splitters
in Refs. [115, 116]. Furthermore, as introduced in Ch. 1, in the second part of the thesis we will study
a selection of periodically driven low-dimensional systems, and another interesting route could indeed
be to perturb the Cooper pair splitter periodically in time. Let us briefly discuss such a dynamically
controlled Cooper pair splitter as an outlook for future research.

3.2.4 Outlook: Dynamically controlled Cooper pair splitting
Quoting Ref. [117]: "The ability to create non-local entangled electron pairs—known as Einstein-
Podolsky-Rosen pairs—on demand has long been a dream." Let us discuss how we might dynamically
control the Cooper pair splitter (discussions in collaboration with Christian Flindt).

When not resolving the spin-degree of freedom, it is convenient to write the Liouvillian in Eq. (3.35)
in the simpler charge state basis {ρ(0)(0), ρ(L)(L), ρ(R)(R), ρ(S)(S), ρ(0)(S), ρ(S)(0), ρ(L)(R), ρ(R)(L)}, where
ρ(`)(`

′
) =

∑
σ ρ(`σ)(`

′
σ), `, `

′ ∈ {L,R}. We could then propose a time-dependent evolution governed by

L(t) =




0 γL γR 0 −iγCPS iγCPS 0 0
0 −γL 0 γR 0 0 −iγEC iγEC
0 0 −γR γL 0 0 iγEC −iγEC
0 0 0 −(γL+γR) iγCPS −iγCPS 0 0

−iγCPS 0 0 iγCPS iε(t)− γL+γR
2 0 0 0

iγCPS 0 0 −iγCPS 0 −iε(t)− γL+γR
2 0 0

0 −iγEC iγEC 0 0 0 −iδ(t)− γL+γR
2 0

0 iγEC −iγEC 0 0 0 0 iδ(t)− γL+γR
2




,

(3.52)
where now ε(t) = (εL(t) + εR(t))/~ and δ(t) = (εL(t) − εR(t))~ are time-dependent. At this stage,
Eq. (3.52) is not justified, but let us see what kind of behavior it can give rise to. For a periodic
drive, L(t + T ) = L(t), the Liouville equation has a periodic solution with the same period [118],
ρ̂(t+ T ) = ρ̂(t). Hence,

ρ̂(t) = At+T,tρ̂(t), (3.53)

and we can find a cyclic solution, ρ̂(C)(t), from the eigenvector ofAt+T,t corresponding to the eigenvalue
one. Consider e.g. the drive scheme illustrated in Fig. 3.12a

εL(t) = εL, εR(t) = εR + Vgθ[sin(2π(t− T1)/T )], (3.54)

where θ is the Heaviside step function, T is the drive period, and T1 controls the time where the QD
levels changes as in (1) and (2) in Fig. 3.12a. In Fig. 3.12b, we show the cyclic current IS(t) =

IL(t) + IR(t), I`(t) ≡ Tr[J`ρ̂(C)(t)] for one drive period. Here T1 is tuned to the frequency of Cooper
pair splitting such that the QDs are likely occupied by a Cooper pair at the moment where the level
of the right QD is shifted, whereafter the split Cooper pair can tunnel into the normal leads. The
current during one drive period is integrated to 1.98, hence, approximately one Cooper pair is split
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Figure 3.12: (a) Two quantum dots with time-dependent energy-levels coupled to a superconducting
source and two normal-metal drains. (1) To load the dots, the energy-levels are tuned into resonance for
a duration in which the state coherently evolves from the empty state to the singlet state. (2) Tuning
the levels off-resonance, the Cooper pair can unload into the normal-state drains before repeating the
cycle. (b) Current from the Cooper pair splitter as a function of time for γL = γR = γN = 1, γCPS =

10γN , γEC = 0, εR = −εL = 100γN , VG = −200γN , T = 5, and T1 = π/(2γCPS[1−(γN/(2γCPS))2]1/2).
The current integrated over one drive period is indicated in the blue box.

in each drive cycle. The unload time T − T1 needs to be sufficiently large to allow the Cooper pair to
escape to the leads, therefore the integrated current deviates slightly from 2. The integrated current
could similarly be slightly larger than 2 due to the finite lead-coupling. In another drive scheme
one could dynamically control the lead-coupling instead of the QD levels to reduce this deviation.
Upon justification of Eq. (3.52), for further analysis it would be interesting to study the waiting
time distribution in such a dynamically driven system, similar to the recent experiment in Ref. [102]
where they measure waiting time distributions of a dynamically driven single-electron transistor. We
note that in work-in-progress in collaboration with C. O. Taberner, we have set up a description
of the periodically driven Cooper pair splitter in terms of non-equilibrium Green functions which in
the un-driven case reduces to the results in Ref. [95]. The challenge is how to include the effect of
Coulomb-interactions which becomes challenging even in the un-driven case [119].
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4 | Non-equilibrium field theory

In the previous chapter we set up master equations to study transport processes in a few nano-
structured systems out-of-equilibrium. Transport through ’small’ systems of interest resulted from
electron tunneling processes to and from large external reservoirs, caused by differences in the (locally
equilibrated) distribution of electrons in the reservoirs. However, an external drive may also ’de-
equilibrate’ larger lattice systems and induce interesting macroscopic material properties, such as
the light-induced superconductivity mentioned in Sec. 1.1. We will discuss some consequences of
a periodic drive of a tight-binding lattice and the Hubbard model in the following chapters. The
’non-equilibrium Green function’ (NEGF) formalism is an important technique for studying out-of-
equilibrium quantum systems1, and is well suited for this study. Non-equilibrium Green functions,
however, have broad applicability, and we will also apply the formalism to discuss some properties of
a harmonically driven single level in Secs. 5.2 and 6.7.1.

The following introduction to non-equilibrium Green functions is based on the formulation by
Kamenev [121] and Altland and Simons [7], referred to as non-equilibrium field theory, which build on
the works by Schwinger [122], Kadanoff and Baym [123], and Keldysh [124]. Although the formalism is
introduced many places2, the chapter serves to introduce the particular notation used in the following
chapters as well as provide readers with sufficient background information for the discussions in the
following chapters. For a more in-depth introduction we refer to Refs. [121, 7].

4.1 Time contour

The starting point for constructing the non-equilibrium field theory and the non-equilibrium Green
functions is the time-evolution of expectation values of observables (1.5) [121]

〈Ô〉(t) = Tr
[
Ût0,tÔÛt,t0 ρ̂0

]
= Tr

[
Ût0,tf Ûtf ,tÔÛt,t0 ρ̂0

]
, (4.1)

where we have used the property in Eq. (1.7). The right-hand-side of (4.1) describes an evolution
along the contour C = C+∪C− illustrated in Fig. 4.1, from the initial density operator ρ̂0 at time t0 to
time t where the operator Ô is evaluated, then continuing the evolution to time tf > t and back again
to the initial time t0. Due to the property of the evolution operator in Eq. (1.7), the expectation
value does not depend on tf , and it may be convenient to send tf → ∞. Thus, the calculation
in (4.1) involves evolution forward and backward in time, and the resulting contour is denoted the
Schwinger-Keldysh contour [26].

The contour in Fig. 4.1 is central to the following formulation of the non-equilibrium theory. The
corresponding key operator is the time evolution operator along the contour, ÛC ≡ Ût0,tf Ûtf ,t0 , which
is simply the identity, and hence we may define

Z ≡ Tr
[
ÛC ρ̂0

]
= 1. (4.2)

1Some remarks of the use of master equations versus non-equilibrium Greens function were provided in Sec. 1.4,
however, see also Ref. [120].

2Besides the above-mentioned references, the author has also benefitted from excellent references such as by Aoki
et al. [125] and Jakobs [126].
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Ût0,tf

time

CC+

C−

tf

Figure 4.1: Contour C = C+ ∪ C−. Both the forward and backward branches coincide with the real
time axis and are only drawn with a shift from the real axis for illustrational convenience.

The function Z, which is referred to as the partition function, is nothing but (what will be proven to
be) a very useful construction of unity. Indeed, we will see in the following how correlation functions
are naturally derived from Z.

4.2 Path integral representation

Since the path illustrated in Fig. 4.1 is central to the non-equilibrium theory, this seems to suggest that
the path integral formalism could provide a convenient way to formulate the theory. Alternatively,
one could also use the operator formalism [29]. To construct the path integral formulation of the
theory, we discretize the contour in Fig. 4.1 in infinitesimal time steps, and introduce resolutions of
identities which allow us to describe the infinitesimal time-evolution in each discrete time step. The
eigenstates in terms of which we formulate resolutions of identities are eigenstates of the annihilation
operators, the so-called coherent states [7]

âλ|ψ〉 = ψλ|ψ〉, (4.3)

where âλ (â†λ) is the annihilation (creation) operator corresponding to the states, indexed by λ, which
span the single-particle Hilbert-space of the problem. We will see an explicit construction of such
a coherent state below. For bosons, {ψλ} is a set of complex numbers, however, due to the anti-
commuting property of fermionic operators, fermionic coherent states have a different mathematical
structure from the bosonic coherent states; for fermions {ψλ} is a set of so-called Grassmann numbers
which anti-commute

ψνψλ = −ψλψν (fermions). (4.4)

In the following we list some properties of coherent states which we will use to construct the path
integral representation of the partition function. For a more detailed introduction to coherent states,
Grassmann numbers, and for proofs of the following properties, we refer to Ref. [7] (see also Refs.
[127, 128]). One can show that the following construction satisfies Eq. (4.3),

|ψ〉 ≡ eζ
∑
λ ψλâ

†
λ |0〉, (4.5)

where ζ = + for bosons and ζ = − for fermions. The overlap between two coherent states is

〈ψ|ψ′〉 = e
∑
λ ψ̄λψ

′
λ , (4.6)

where ψ̄λ corresponds to the left eigenvalue of the left eigenstate, 〈ψ|â†λ = 〈ψ|ψ̄λ. Resolutions of
identity in the Fock space can be represented by coherent states as

1 =

∫
d(ψ̄, ψ) e−

∑
λ ψ̄λψλ |ψ〉〈ψ|, (4.7)

where d(ψ̄, ψ) ≡ Πλd(Reψλ)d(Imψλ)/π for bosons and d(ψ̄, ψ) ≡ Πλdψ̄λ dψλ for fermions.
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4.2.1 Partition function
We are now ready to construct the path integral representation of the partition function. From Eq.
(4.2) we have

Z =
∑

n

〈n|ÛC ρ̂0|n〉 =

∫
d(ψ̄, ψ)e−

∑
λψ̄λψλ

∑

n

〈n|ψ〉〈ψ|ÛC ρ̂0|n〉

=

∫
d(ψ̄, ψ)e−

∑
λψ̄λψλ

∑

n

〈ψ|ÛC ρ̂0|n〉〈n|ζψ〉 =

∫
d(ψ̄, ψ)e−

∑
λψ̄λψλ〈ψ|ÛC ρ̂0|ζψ〉,

(4.8)

where {|n〉} is a complete set of Fock space states, and we have inserted a coherent state resolution of
identity and commuted left and right coherent states whereby in the fermionic case the coherent state
picks up a minus sign |−ψ〉 = exp

(∑
λ ψλâ

†
λ

)
|0〉 [7]. To formulate the path integral representation of

the partition function, we discretize the contour C in (4.8) into 2(NC − 1) time-slices of length δ → 0
as NC →∞, while keeping tf − t0 = δ(NC − 1) constant (see Fig. 4.2). Using Eq. (1.6) we can write
the partition function as

Z = lim
NC→∞

∫
d(ψ̄, ψ)e−

∑
λψ̄λψλ〈ψ|e i~ Ĥ(t0)δ · · · e i~ Ĥ(t0+(NC−2)δ)δe−

i
~ Ĥ(t0+(NC−2)δ)δ · · · e− i

~ Ĥ(t0)δρ̂0|ζψ〉,
(4.9)

which upon inserting 2NC − 1 coherent state resolutions of unity becomes

Z =

∫
D(ψ̄, ψ)e−

∑
λ ψ̄
−
1λψ

−
1λ〈ψ−1 |Ûδ−1 e

−∑
λψ̄
−
2λψ

−
2λ |ψ−2 〉〈ψ−2 | · · · Ûδ−NC−1

e−
∑
λψ̄
−
NCλψ

−
NCλ |ψ−NC 〉〈ψ

−
NC |1

× e−
∑
λψ̄

+
NCλψ

+
NCλ |ψ+

NC 〉〈ψ
+
NC |Ûδ+

NC−1
e−

∑
λψ̄

+
NC−1,λψ

+
NC−1,λ |ψ+

NC−1〉〈ψ+
NC−1| · · · Ûδ+

1
e−

∑
λψ̄

+
1λψ

+
1λ |ψ+

1 〉

× 〈ψ+
1 |ρ̂0|ζψ−1 〉, (4.10)

where
∫
D(ψ̄, ψ) = limNC→∞

∫
Πτ=±Π

NC
t=1Πλd(ψ̄τt,λ, ψ

τ
t,λ), t is a discrete time index, and Û

δ
±
t

governs
the time-evolution along the infinitesimal contour δ±t cf. Fig. 4.2,

Û
δ
±
t

= 1∓ i

~
Ĥ(t0 + (t− 1)δ)δ +O(δ2). (4.11)

The matrix elements of the infinitesimal time evolution operators are obtained for the normal-ordered
Hamiltonian as

〈ψ+

t
|Û
δ
+
t−1
|ψ+

t−1
〉 = e

∑
λ ψ̄

+
tλψ

+
t−1,λe−

iδ
~ H(t0+(t−2)δ)[ψ̄

+
t ,ψ

+
t−1] +O(δ2), (4.12a)

〈ψ−t |Ûδ−t |ψ
−
t+1〉 = e

∑
λ ψ̄
−
tλψ
−
t+1,λe

iδ
~ H(t0+(t−1)δ)[ψ̄

−
t ,ψ

−
t+1] +O(δ2), (4.12b)

where we have used that 〈ψ|Ĥ[â†, â ]|ψ′〉 = 〈ψ|ψ′〉Ĥ[â† → ψ̄, â → ψ′] for Ĥ containing linear combi-
nations of products of creation and annihilation operators. Hence, we can write the partition function
as

Z =

∫
D(ψ̄, ψ) exp

(
i

~
S(ψ̄, ψ)

)
, (4.13)

t0

ψ+
1

time
ψ−1

ψ+
NC

ψ−NC

δ+
1 ψ+

2

ψ−NC−1

tf

ψ−2

ψ+
NC−1

δ−1

Figure 4.2: Discretized contour C.
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where we have defined the action

S(ψ̄, ψ) ≡
∑

τ=±

NC−δτ,−∑

t=2−δτ,−
(τδ)

[
i~
∑

λ

ψ̄τtλ
ψτt+δτ−,λ − ψ

τ
t−δτ+,λ

δ
−Hτ

t [ψ̄τt , ψ
τ
t−τ ]

]

+ i~
∑

λ

[
ψ̄+

1λψ
+
1λ + ψ̄−NCλ(ψ−NCλ − ψ

+
NCλ

)
]
− i~B(ψ̄+

1 , ψ
−
1 ),

(4.14)

where Hτ
t ≡ H(t− δτ+), and we have used the notation t− τ = t∓ 1 for τ = ±, and defined

B(ψ̄+
1 , ψ

−
1 ) ≡ ln〈ψ+

1 |ρ̂0|ζψ−1 〉. (4.15)

Equation (4.14) is the general discrete-time form of the non-equilibrium action. In the following we
consider a particular useful limit of Eq. (4.14).

4.2.2 Non-interacting Green functions
Consider a diagonal Hamiltonian with the initial state operator being the thermal equilibrium Gibbs
distribution

Ĥ0(t) =
∑

λ

ελ(t)â†λâλ, ρ̂0 = Z−1
0 e−β

∑
λ(ελ(t0)−µ)â

†
λâλ , (4.16)

where µ is the chemical potential, β = 1/(kBT ) with T being the temperature, and Z0 = Πλ(1−ζκλ)−ζ

with κλ = exp(−β(ελ(t0)− µ)). In this case3

〈ψ+
1 |ρ̂0|ζψ−1 〉 = Z−1

0 eζ
∑
λ ψ̄

+
1,λψ

−
1,λκλ . (4.17)

The action in (4.14) takes a quadratic form of the fermionic fields, and may be written as (see also
Sec. 4.3 below) [121]

S0(ψ̄, ψ) =

∫

C
dτ
∑

λ

ψ̄λ(τ)G−1
0,λ(τ)ψλ(τ), (4.18)

which is a continuum representation of the discrete-time action4

S0(ψ̄, ψ) =
∑

λ

ψ̄λG
−1
0,λψλ, (4.19)

where ψλ = (ψ+
λ ,ψ

−
λ )T with ψ±λ = (ψ±1λ, · · · , ψ±NCλ)T , and

G−1
0,λ = i~




1 −ζκλ
−u+

1λ 1
. . . . . .

−u+
NC−1,λ 1

1 −u−1λ
. . . . . .

1 −u−NC−1,λ

−1 1




≡
[
G−1,++

0,λ G−1,+−
0,λ

G−1,−+
0,λ G−1,−−

0,λ

]
, (4.20)

3For bosons the expression is derived using the identity [129] ecâ
†
â

=: exp[(e
c−1)â

†
â] :, where : · : (normal-) orders

all creation operators to the left of all the annihilation operators. For fermions, a proof is provided in e.g. Ref. [130].
4We absorb Z−1

0 into the measure D in Eq. (4.13). See e.g. Refs. [7, 126] for a proof of the normalization of Z
from the discrete-time action.
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with

G−1,++

0,λ,tt
′ = i~(δtt′ − u

+

t
′
λ
δt,t′+1), (4.21a)

G−1,−−
0,λ,tt

′ = i~(δtt′ − u
−
tλδt,t′−1), (4.21b)

G−1,+−
0,λ,tt

′ = −ζi~κλδt1δt′1, (4.21c)

G−1,−+

0,λ,tt
′ = −i~δtNCδt′NC , (4.21d)

and u±tλ ≡ 1∓ iελ(t0 + (t− 1)δ)δ/~ = exp(∓iελ(t0 + (t− 1)δ)δ/~) (δ → 0).
The usefulness of constructing the partition function now becomes clear5: According to the prop-

erty of Gaussian integration (Eqs. (A.69), (A.71)), the quadratic action in the partition function
expresses the inverse propagator, that is, we obtain the correlation function of two fields as

[ 〈
ψ+

tλ
ψ̄+

t
′
λ

〉 〈
ψ+

tλ
ψ̄−
t
′
λ

〉
〈
ψ−
tλ
ψ̄+

t
′
λ

〉 〈
ψ−
tλ
ψ̄−
t
′
λ

〉
]

= i~
[
G++

0,λ,tt
′ G+−

0,λ,tt
′

G−+

0,λ,tt
′ G−−

0,λ,tt
′

]
= i~G0,λ,tt

′ . (4.22)

These are referred to as the single-particle Green functions, and because of the forward and backward
contour we encounter four kinds, which are denoted the time-ordered (G++ = GT ), anti time-ordered
(G−− = GT̃ ), lesser- (G+− = G<), and greater- (G−+ = G>) Green functions, respectively. The four
Green functions are in fact interrelated, and we will benefit from this below. However, first, let us
actually calculate the Green functions. To obtain G0,λ,tt

′ , we first note from Eq. (4.21) that

[G−1,++
0,λ ]−1

tt
′ = − i

~
θ(t− t′)u+

t
′
λ
· · ·u+

t−1,λ
, [G−1,−−

0,λ ]−1

tt
′ = − i

~
θ(t′ − t)u−

tλ
· · ·u−

t
′−1,λ

, (4.23)

which can be verified from requiring
∑
t
′ [G−1,++

0,λ ]−1

tt
′ [G

−1,++
0,λ ]

t
′
t
′′ = δtt′′ , and we have θ(n) = 1 if n ≥ 0

and zero otherwise. Using Eq. (A.73) for inversion of block matrices, we find after some algebra (to
linear order in δ)

G+−
0,λ,tt

′ = −ζ i
~
ut1,λu1t

′
,λ nζ(ελ(t0)), (4.24a)

G−+

0,λ,tt
′ = − i

~
uNt′,λutN,λ (1 + ζnζ(ελ(t0))), (4.24b)

G++

0,λ,tt
′ =

{
G−+

0,λ,tt
′ , t ≥ t′,

G+−
0,λ,tt

′ , t < t′,
(4.24c)

G−−
0,λ,tt

′ =

{
G−+

0,λ,tt
′ , t′ ≥ t,

G+−
0,λ,tt

′ , t′ < t,
(4.24d)

where nζ(ελ) = [eβ(ελ−µ) − ζ1]−1 is the Bose-Einstein and Fermi-Dirac distribution for ζ = + and
ζ = −, respectively, and

utt′λ =





u+

t−1,λ
· · ·u+

t
′
,λ
, t > t′,

1, t = t′,
u−
t,λ
· · ·u−

t
′−1,λ

, t < t′,
(4.25)

describes the discretized time-evolution from t′ to t. Upon taking the continuous time limit NC →∞
while keeping NCδ constant, the time index becomes a continuous time variable, (t − 1)δ → t − t0,

5See also Sec. 4.3 for additional motivations.
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and the Green functions (4.24) become

G+−
0,λ (t, t′) = −ζ i

~
e−

i
~
∫ t
t
′ dt̃ελ(t̃)nζ(ελ(t0)), (4.26a)

G−+
0,λ (t, t′) = − i

~
e−

i
~
∫ t
t
′ dt̃ελ(t̃)(1 + ζnζ(ελ(t0))), (4.26b)

G++
0,λ (t, t′) = θ(t− t′)G−+

0,λ (t, t′) + θ(t′ − t)G+−
0,λ (t, t′), (4.26c)

G−−0,λ (t, t′) = θ(t′ − t)G−+
0,λ (t, t′) + θ(t− t′)G+−

0,λ (t, t′). (4.26d)

These may indeed be more familiar expressions, see e.g. Ref. [29, Eq. (13.1)], and we note for instance
that the equal-time lesser Green function gives the occupation of the states which for the closed system
remains given by the initial equilibrium distribution function. Another important observation is that
the Green functions are interrelated. In particular, we may realize that6

G++

tt
′ +G−−

tt
′ = G+−

tt
′ +G−+

tt
′ , t 6= t′. (4.27)

This suggests that we may benefit from performing a rotation of the Green functions, the so-called
Keldysh rotation, as described in the following.

4.3 Continuum theory and Keldysh rotation

We have expressed the non-equilibrium theory as a path integral representation of the partition func-
tion governed by the action in (4.14), and we saw above how the formalism produced well-known
expressions for continuous-time Green functions. However, why this endavior of constructing a path-
integral? As in equilibrium [7], the path-integral formulation may benefit from methods such as
Hubbard–Stratonovich transformations to handle interactions (discussed further below), and may
guide our analysis of the Hubbard model in Ch. 6 in terms of fluctuations around saddle-point con-
figurations, in close resemblance with the equilibrium theory presented in e.g. Refs. [131, 132] (see
also the works by J. A. Hertz [133] and A. J. Millis [134]). This is our particular motivation, how-
ever, methods such as the functional renormalization group, see e.g. Ref. [135], and the iterative
path integral summation [136], are also conveniently expressed in this formalism. When studying
transient effects, the discrete representation in Eq. (4.14) (and (4.20)) may be useful [137]. However,
such numerical time-dependent simulations come with a cost: they can be computationally very time-
consuming. In our case, we are interested in steady-state phenomena, and benefit explicitly from a
continuum representation of the action7. However, whereas the forward and backward branches of the
contour appear to be decoupled in Eq. (4.18), it is important to remember that the Green functions
are not independent. How to handle this in the continuum theory is assisted by the Keldysh rotation
[121]. To this end, we define the transformation matrix8

L̂ ≡ 1√
2

[
1 1
1 −1

]
= L̂−1. (4.28)

By convention, the transformation is different for bosons and fermions [121]. In the following we
consider the case for fermions and refer to the info-box in the end of this section for the bosonic case.
For fermions, the independent fields ψ and ψ̄ transform as

Ψ̂ ≡
(
ψ1

ψ2

)
≡ L̂

(
ψ+

ψ−

)
=

1√
2

(
ψ+ + ψ−

ψ+ − ψ−
)
, (4.29a)

ˆ̄Ψ ≡
(
ψ̄1 ψ̄2

)
≡
(
ψ̄+ ψ̄−

)
τ̂3L̂ =

1√
2

(
ψ̄+ − ψ̄− ψ̄+ + ψ̄−

)
, (4.29b)

6The relation (4.27) is a general property of non-equilibrium Green functions G [124]. It can be verified for the
non-interacting Green functions G0 from direct inspection of Eq. (4.24).

7From now on we take t0 → −∞ and tf →∞.
8Linear transformations of fields are discussed in e.g. Ref. [126].
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where τ̂3 is the third Pauli matrix9. The transformation leads to the transformed Green function10

Ĝ ≡ L̂
[
G++ G+−

G−+ G−−

]
τ̂3L̂ =

1

2

[
G++ −G+− +G−+ −G−− G++ +G+− +G−+ +G−−

G++ −G+− −G−+ +G−− G++ +G+− −G−+ −G−−
]
. (4.30)

In the continuum representation this reduces to [121]

Ĝ→
[
GR GK

0 GA

]
, (4.31)

where we have defined the retarded Green function, GR, the advanced Green function, GA, and
the Keldysh Green function, GK . The particular transformation in (4.29) is the so-called Larkin-
Ovchinnikov choice which ensures that the fermionic Green function Ĝ and its inverse Ĝ−1 have the
same triangular structure according to the rule (A.73) for inversion of block matrices. For the fermionic
non-interacting Green functions in Eq. (4.26) in the continuous time representation we obtain

[
GR0,λ(t, t′) GK0,λ(t, t′)

0 GA0,λ(t, t′)

]
= − i

~
e−

i
~
∫ t
t
′ dt̃ελ(t̃)

[
θ(t− t′) 1− 2nF (ελ(t0))

0 −θ(t′ − t)

]
. (4.32)

The triangular form of the Keldysh-rotated non-equilibrium Green functions was first introduced by
Keldysh [124], and is an integrated part of non-equilibrium field theory [138, 121]. We note, however,
that there is an ambiguity at equal times (from (4.27)), which is not fully settled in the literature. The
subtlety is discussed to a limited degree in Ref. [121], where it is commented that “[...] since the t = t

′ line
is a manifold of measure zero, the violation of [Eq. (4.27)] for most purposes is inconsequential" [121]. A
particular example of this is given in Sec. 5.2 where we compare time-dependent results obtained from
the continuous time-formulation and from inversion of the discrete-time inverse Green function. We also
refer to more recent discussions of the subtlety of the continuous-time limit in e.g. Refs. [139, 140].

For a time-independent Hamiltonian it is useful to consider the Fourier-transformed Green function11.
In particular, the Fourier-transformation of Eq. (4.32) for a time-independent ελ(t) = ελ becomes

Ĝ0,λ(ω) =

[
(~ω − ελ + i0+)−1 −2πiF (ελ))δ(~ω − ελ)

0 (~ω − ελ − i0+)−1

]
, Ĝ−1

0,λ(ω) =

[
~ω − ελ + i0+ 2i0+F (ελ)

0 ~ω − ελ − i0+

]
,

(4.33)
where the latter is verified upon taking the inverse and using the decomposition (x ± i0+)−1 =
Px−1 ∓ iπδ(x), and F (ε) ≡ 1− 2nF (ε). The apparently unnecessary ±i0+-term becomes meaningful
in the algebraic form to ensure the correct algebraic inversion of the matrix, and furthermore, we
will see later how interactions will make the infinitesimal 0+ finite. We notice that the retarded
and advanced Green functions carry information about the spectrum, whereas information about
occupations is contained in the Keldysh Green function. In this equilibrium situation, however, the
Keldysh component is related to the retarded and advanced components via the so-called fluctuation-
dissipation relation, GK0,λ(ω) = F (ελ)(GR0,λ(ω)−GA0,λ(ω)).

In general, according to the property of Gaussian integration, the non-equilibrium Green function
(4.31) is obtained from a quadratic action containing the inverse Green function. Upon separating

Ĥ = Ĥ0 + ĤΣ, Ĥ0 =
∑

λλ
′

hλλ′(t)â
†
λ
â
λ
′ (4.34)

9The zeroth, first (x), second (y), and third (z) Pauli matrices are
(

1 0
0 1

)
,
(

0 1
1 0

)
,
(

0 −i
i 0

)
, and

(
1 0
0 −1

)
,

respectively.
10We denote these with a hat (not to be confused with the hat over creation/annihilation operators).
11We use the definition of the Fourier transformation from Ref. [31, App. A]: f(ω) =

∫∞
−∞ dtf(t)e

iωt. We define the
Fourier transform of "bar"-fields with opposite sign in the exponential.
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Chapter 4. Non-equilibrium field theory

where Ĥ0 describes some single-particle Hamiltonian and all possible remaining terms of the full
Hamiltonian Ĥ is collected in ĤΣ (we will see explicit examples in the following), and inverting Eq.
(4.31), we may write the full continuum Keldysh action as12 [121]

S = S0+SΣ, S0 =

∫
dtdt′

∑

λλ
′

ˆ̄Ψλ(t)Ĝ−1

0,λλ
′(t, t

′)Ψ̂λ
′(t′), Ĝ−1

0,λλ
′(t, t

′) =

[
G−1,R

0,λλ
′(t, t

′) G−1,K

0,λλ
′ (t, t

′)

0 G−1,A

0,λλ
′(t, t

′)

]
,

(4.35)
where ˆ̄Ψλ(t) = (ψ̄1,λ(t), ψ̄2,λ(t)), Ψ̂λ

′(t′) = (ψ1,λ
′(t′), ψ2,λ

′(t′))T , and the inverse retarded/advanced
non-interacting Green function reads13 [7, 126]

G
−1,R/A

0,λλ
′ (t, t′) = δ(t− t′)(i[~∂t′ ± 0+]δλλ′ − hλλ′(t)). (4.36)

For bosons, we define the transformed fields as

Ψ̂ ≡
(
ψ
c

ψ
q

)
≡ L̂

(
ψ

+

ψ
−

)
=

1√
2

(
ψ

+
+ ψ

−

ψ
+ − ψ−

)
, (4.37)

where the subscripts c and q refer to so-called classical and quantum components of the fields [121].
Transforming the Green function, we obtain

Ĝ ≡ L̂
[
G

++
G

+−

G
−+

G
−−

]
L̂ =

1

2

[
G

++
+G

+−
+G

−+
+G

−−
G

++ −G+−
+G

−+ −G−−
G

++
+G

+− −G−+ −G−− G
++ −G+− −G−+

+G
−−

]

→
[
G
K

G
R

G
A

0

]
, (4.38)

where the latter expression is the continuous time representation. For the bosonic non-interacting Green
functions in Eq. (4.26) we obtain

[
G
K
0,λ(t, t

′
) G

R
0,λ(t, t

′
)

G
A
0,λ(t, t

′
) 0

]
= − i

~
e
− i~

∫ t
t
′ dt̃ελ(t̃)

[
1 + 2nB(ελ(t0)) θ(t− t′)
−θ(t′ − t) 0

]
. (4.39)

4.3.1 Dyson equation
If the contribution from SΣ to the full action S in Eq. (4.35) is expressed in a quadratic form of the
fields, we see that the problem may be expressed as

(Ĝ−1
0 − Σ̂) ◦ Ĝ = 1 ⇔ Ĝ = Ĝ0 + Ĝ0 ◦ Σ̂ ◦ Ĝ, (4.40)

where the latter expression is the so-called Dyson series, Σ̂ is a self-energy matrix from SΣ, and ” ◦ ”
refers to the (generalized) matrix structure [121], e.g. (it is helpful to think of the fields as vectors in
time-space)

[Ĝ0 ◦ Σ̂ ◦ Ĝ]αβ
λλ
′(t, t

′) =

∫
dt1

∫
dt2

∑

λ1λ2

∑

γδ

Gαγ0,λλ1
(t, t1)Σγδλ1λ2

(t1, t2)Gδβ
λ2λ
′(t2, t

′), (4.41)

where α, β refer to the Keldysh matrix structure (α ∈ {1, 2} for fermions and α ∈ {c, q} for bosons).
Considering the case for fermions where

[
G−1R

0 − ΣR G−1K
0 − ΣK

0 G−1A
0 − ΣA

]
◦
[
GR GK

0 GA

]
= 1, (4.42)

12It is assumed that the initial density matrix is uncorrelated. See, however, the discussion in Sec. 4.3.1.
13See Sec. 4.3.1 for a discussion of the Keldysh component.
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this results in the equations

1 =
(
G−1R

0 − ΣR
)
◦GR, (4.43)

1 =
(
G−1A

0 − ΣA
)
◦GA, (4.44)

GK = GR ◦ ΣK ◦GA −GR ◦G−1K
0 ◦GA. (4.45)

But how do we deal with Eq. (4.45), and in particular the last term? An operationally safe way is to
stay in time-space, keep everything, and obtain the full non-equilibrium evolution from some initial
configuration. This is indeed insightful! But what if we are interested in studying the properties of a
non-equilibrium steady state that the system may reach in the long-time limit where a time-dependent
simulation may be computationally very demanding, or maybe even impossible in some cases with
the available resources14? According to Kamenev [121, p. 82]: "... [G−1 K

0 ] may be omitted in the
presence of a non-zero self-energy component ΣK ." Well, indeed, we found an infinitesimal contribution
from the Keldysh component of the inverse Green function in Eq. (4.33), but is this general? In a
dissipative system [125, p. 791]: "Although the independence on the initial state is assumed to be
true in general, it is extremely hard to prove this fact rigorously for a given model... ". To shine light
on this, we complement our steady-state analyses (where the latter term in Eq. (4.45) is omitted) of
the systems studied in the following chapters with explicit time-dependent simulations15.

4.3.2 Interactions
Finally, for later referencing, we note that the two-particle interaction Hamiltonian [7]

Ĥint =
∑

ii
′
jj
′

∑

σσ
′

Uii′jj′ â
†
iσ
â†
i
′
σ
′ â
j
′
σ
′ â
jσ
, (4.46)

contributes to the action as (suppressing time arguments)

Sint = −
∫

C
dτ
∑

ii
′
jj
′

∑

σσ
′

Uii′jj′ ψ̄iσ ψ̄i′σ′ψj′σ′ψjσ . (4.47)

In Ch. 6 we deal with the interaction in terms of a Hubbard–Stratonovich transformation [141,
142], which re-express the two-particle interaction in terms of a weighted average over a fluctuating
interaction-mediating bosonic field (see specifically Eq. (6.5)). In such transformations, or upon
coupling fermionic fields to an external source field V (t), we encounter terms in the action of the form
(the summation over Hilbert space states is left implicit, and we suppress the time arguments)

SV =

∫

C
dτV ψ̄ψ =

∫
dt
[
V +ψ̄+ψ+ − V −ψ̄−ψ−

]
, (4.48)

which upon Keldysh rotating can be expressed as

SV =

∫
dt ˆ̄ΨV̂ Ψ̂, V̂ = V cτ̂0 + V q τ̂1 =

(
V c V q

V q V c

)
, (4.49)

where we have defined V c(q) = (V + ± V −)/2 [121] .
Having introduced the formalism, let us now apply it to study a selection of systems driven out of

equilibrium with a periodic drive.
14This is indeed the case in our study of fluctuations around the antiferromagnetic saddle point in the periodically

driven Hubbard model in Ch. 6.
15In Ch. 5, the time-dependent simulation is performed by R. S. Souto, and in Ch. 6, the time-dependent simulation

is performed by D. M. Kennes.
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5 | Periodically driven systems

A key avenue in condensed-matter physics is to tailor the behavior of materials by modifying their
properties by external perturbation that drives the system out of equilibrium. In particular, a periodic
drive provides an interesting route to induce and engineer novel and exotic phenomena, and has spurred
significant interest in the field that is commonly referred to as Floquet engineering1. This is supported
by the enhanced experimental control of time-periodic modulations that now provides the tools for
exploring this interesting physics [6].

The physics of periodically driven quantum systems is due to two effects caused by the drive field:
a change of the Hamiltonian, and the creation of excitations. The former spurred the initial interest in
periodically driven systems, as it provides a means of engineering interesting phases by constructing
a particular time-dependence of the Hamiltonian. An example is the theoretical prediction [144] and
experimental verification [145, 146, 147] of dynamical localization2, where delocalized electrons are
localized by a harmonic drive field when the ratio of the field amplitude and frequency becomes a
root of the zeroth Bessel function. The effect of dynamical localization can be understood from a
simple tight-binding model of non-interacting electrons. Indeed, most studies in the field of Floquet-
engineering have dealt with non-interacting systems, however, more recently, interacting Floquet-
systems have gained increasing attention. Experimental breakthroughs include the possibility to
induce and control superconductivity [22, 148] and magnetism [149]. Whereas the change of the
Hamiltonian caused by the drive field has received most attention, the change of the distribution of
quasiparticles become utmost important in interacting systems. In particular, it is believed that closed
interacting Floquet systems reach an infinite temperature state at long times [150]. Furthermore, the
effects from the change of the Hamiltonian and change of the distribution of quasiparticles become
even more intertwined in interacting systems, as the distribution may in turn affect the preferred
response of the non-interacting system towards interactions3.

In this chapter we introduce non-equilibrium Floquet Green functions used to study quantum
systems driven out of equilibrium with a time-periodic drive. We furthermore discuss the important
examples of a periodically driven single level and a periodically driven two-dimensional square lattice.
These examples will give us some preliminary insights into periodically driven systems and constitute
the starting point for discussing the role of Coulomb interactions in the next chapter.

5.1 Non-equilibrium Floquet Green functions

We consider systems which can be described by a time-periodic Hamiltonian

Ĥ(t+ T ) = Ĥ(t), (5.1)

where T is the period of the periodic perturbation. Being inherently a non-equilibrium situation,
non-equilibrium field theory provides a natural framework to study the physics of periodically driven

1Named after G. Floquet who studied the solutions to periodic linear differential equations [143].
2We will see an example of dynamical localization in Sec. 5.3.
3As in, for example, the case of itinerant magnetism.
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H(t′ + T ) = H(t′)

G(t, t′) = G(t+ T, t′ + T )

t′

time

t

t′ + T

Figure 5.1: Sketch of a periodically driven quantum system, in which correlations between a config-
uration of the quantum system at time t′ and time t satisfies the NESS condition (5.2).

quantum systems. In particular, a continuously driven system may end up in a nonequilibrium steady
state (NESS) in which [125]

G(t+ T, t′ + T ) = G(t, t′), (5.2)

as illustrated in Fig. 5.1. Albeit difficult to prove in general, a nonequilibrium steady state is usually
reached for dissipative systems in which a reservoir can absorb the energy from the drive [125], and
we will see explicit examples of this in Sec. 5.2 and 6.4.1.

When the NESS condition is satisfied, it is convenient to transform the time-dependent Green
functions to the so-called Floquet Green functions4. First, we define [153]

G(t, ω) =

∫ ∞

−∞
dt′eiω(t−t′)G(t, t′), (5.3)

with the inverse transform
G(t, t′) =

∫ ∞

−∞

dω

2π
e−iω(t−t′)G(t, ω). (5.4)

Due to the NESS condition, the transformed object is periodic in T

G(t+ T, ω) =

∫ ∞

−∞
dt′eiω(t+T−t′)G(t+ T, t′) =

∫ ∞

−∞
dt′eiω(t−t′)G(t+ T, t′ + T ) = G(t, ω), (5.5)

and can therefore be expanded as a Fourier series

G(t, ω) =

∞∑

m=−∞
e−imΩtGm(ω), (5.6)

with Fourier coefficients

Gm(ω) =
1

T

∫ T/2

−T/2
dteimΩtG(t, ω), (5.7)

where Ω = 2π/T is the drive frequency. From Eq. (5.7) we define the Floquet Green function
Ĝmn(ω) ≡ Ĝm−n(ω + nΩ) which in full reads

Gmn(ω) =
1

T

∫ T/2

−T/2
dt

∫ ∞

−∞
dt′ei(ω+mΩ)t−i(ω+nΩ)t

′
G(t, t′), (5.8)

G(t, t′) =
∑

m

∫ ∞

−∞

dω

2π
e−iω(t−t′)−imΩtGm0(ω). (5.9)

4We adopt the convention used in e.g. Refs. [151, 152, 153].
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Using the definition of the Floquet Green function, we may also write the latter as

G(t, t′) =
∑

mn

∫ Ω/2

−Ω/2

dω

2π
e−i(ω+mΩ)t+i(ω+nΩ)t

′
Gmn(ω). (5.10)

In the following, we will often refer to the transformation to non-equilibrium Floquet Green functions
simply as ’transforming to Floquet space’.

Consider a quadratic action of the form (suppressing all indices but time)

S =

∫ ∞

−∞
dtdt

′ ˆ̄Ψ(t)Ĝ
−1

(t, t
′
)Ψ̂(t

′
)

=

∫ ∞

−∞

dω

2π

dω
′

2π
ˆ̄Ψ(ω)

[∫ ∞

−∞
dt Ĝ

−1
(t, ω

′
)e
i(ω−ω′)t

]
Ψ̂(ω

′
),

(5.11)

where we have Fourier-transformed the fields. We rewrite
∫ ∞

−∞
dt Ĝ

−1
(t, ω

′
)e
i(ω−ω′)t

=
∑

m

∫ T/2

−T/2
dt Ĝ

−1
(t, ω

′
)e
i(ω−ω′)(t+mT )

, (5.12)

where we have used the NESS condition (for a periodic Hamiltonian, the inverse Green function satisfies
the NESS condition if the self-energy contribution to the non-interacting Green function satisfies the

NESS condition). Using the property of the Dirac comb [154, Eq. (3.94)] 1
Ω

∑
m e

2πimω−ω′
Ω =

∑
m δ(ω−

ω
′ −mΩ), we find upon performing the ω-integral

S =
∑

m

∫ ∞

−∞

dω
′

2π
ˆ̄Ψ(ω

′
+mΩ)

[
1

T

∫ T/2

−T/2
dt Ĝ

−1
(t, ω

′
)e
imΩt

]
Ψ̂(ω

′
)

=
∑

m

∫ ∞

−∞

dω
′

2π
ˆ̄Ψ(ω

′
+mΩ)Ĝ

−1
m (ω

′
)Ψ̂(ω

′
).

(5.13)

Rewriting the remaining frequency-integral

S =
∑

mn

∫ Ω/2

−Ω/2

dω
′

2π
ˆ̄Ψ(ω

′
+ (m+ n)Ω)Ĝ

−1
m (ω

′
+ nΩ)Ψ̂(ω

′
+ nΩ), (5.14)

and changing the dummy variablem→ m−n, and defining ˆ̄Ψm(ω) ≡ ˆ̄Ψ(ω+mΩ) and Ψ̂n(ω) ≡ Ψ̂(ω+nΩ),
we can write the action in the form

S =
∑

mn

∫ Ω/2

−Ω/2

dω

2π
ˆ̄Ψm(ω)Ĝ

−1
mn(ω)Ψ̂n(ω). (5.15)

One of the main advantages of the Floquet Green functions is the matrix multiplication structure:
in the time-representation of the Dyson equation we encountered convolutions of the form (see e.g.
Eq. (4.41))

C(t, t′) =

∫
dt′′A(t, t′′)B(t′′, t′). (5.16)

However, for A and B satisfying the condition (5.2), time-convolutions become simple matrix multi-
plications in Floquet space

Cmn(ω) =
∑

m
′

Amm′(ω)Bm′n(ω). (5.17)
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Chapter 5. Periodically driven systems

5.1.1 Non-interacting Green functions
Upon transforming Eq. (4.36) to Floquet Green functions, we get

G
−1,R/A

0,λλ
′
,mn

(ω) = ~[ω + nΩ± i0+]δλλ′δmn − hλλ′,m−n
= ~[ω ± i0+]δλλ′δmn −Hλλ′,m−n,

(5.18)

where we have defined the Floquet Hamiltonian (see e.g. Ref. [155])

Hλλ′,m−n = hλλ′,m−n − n~Ωδλλ′δmn, hλλ′,m =
1

T

∫ T/2

−T/2
dt hλλ′(t)e

imΩt. (5.19)

5.2 Periodically driven level

To gain some preliminary insights into periodically driven systems, we first consider the situation of
a (spinless) driven level coupled to an electronic reservoir as illustrated in Fig. 5.2a on page 56. The
situation was originally studied within the framework on non-equilibrium Green functions by Jauho,
Wingreen, and Meir [156]5, however, in addition to providing some insights into the effect of a periodic
drive, the results in this section also constitute the starting point for our discussion of the periodically
driven Anderson model in Sec. 6.7.1.

The harmonically driven level is described by the Hamiltonian

Ĥ0(t) = ε0(t)d̂†d̂, ε0(t) = ε0 + E cos(Ωt), (5.20)

and is coupled to the electronic reservoir, ĤE =
∑
k εk ĉ

†
k ĉk, with temperature T and chemical potential

µ, via the tunneling Hamiltonian ĤT =
∑
k(tĉ†kd̂ + h.c.). From Eq. (5.18), the retarded/advanced

inverse Floquet Green function including the self-energy from coupling to the reservoir (see info-box
below) reads6

G−1,R/A
mn (ω) = (ω + nΩ− ε0 ± iΓ)δmn −

E

2

(
δm,n+1 + δm,n−1

)
. (5.21)

Upon inversion we obtain the retarded/advanced Green function7

GR/Amn (ω) =
∑

l

Jm+l(
E
Ω )Jn+l(

E
Ω )

ω − (ε0 + lΩ)± iΓ , (5.22)

where Jl(x) is the Bessel function of the first kind of order l. At first sight, the appearance of Bessel
functions might seem surprising. Hence, to understand the origin, let us consider the 00-component
of the retarded function in more detail (writing ω̃ = ω − ε0 + iΓ for brevity)

GR00(ω) =
∑

l

J2
l (EΩ )

ω̃ − lΩ (5.23)

= J2
0 (E/Ω)

1

ω̃
+ J2

1 (E/Ω)

(
1

ω̃ + Ω
+

1

ω̃ − Ω

)
+ J2

2 (E/Ω)

(
1

ω̃ + 2Ω
+

1

ω̃ − 2Ω

)
+ · · · ,

5See also more recent references such as Refs. [151, 157, 158].
6We set ~ = 1 in the following.
7To obtain Eq. (5.22), we first transform the retarded/advanced component in Eq. (4.32) to Floquet space and use

the generating function ex(t−1/t)/2
=
∑∞
l=−∞ Jl(x)t

l [159, Eq. 27.16]. When including a finite Γ, we may then verify
Eq. (5.22) from Eq. (5.21) using the recurrence relation of the Bessel functions 2lJl(x) = xJl+1(x) + xJl−1(x) [159]
and

∑
l Jm+l(x)Jl+n(x) = δmn [160].
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5.2 Periodically driven level

where we have used that J−l(x) = (−1)lJl(x). Upon expanding the Bessel functions and collecting
terms in powers of (E/Ω) we get

GR00(ω) =
1

ω̃
+ (E/Ω)2

(
−1

2

1

ω̃
+

1

4

(
1

ω̃ + Ω
+

1

ω̃ − Ω

))

+ (E/Ω)4

(
3

32

1

ω̃
− 1

16

(
1

ω̃ + Ω
+

1

ω̃ − Ω

)
+

1

64

(
1

ω̃ + 2Ω
+

1

ω̃ − 2Ω

))
+ · · · .

(5.24)

The first term of order (E/Ω)0 describes the free electron propagator (dressed by the reservoir) as
illustrated by the Feynman diagram

≡ 1
ω−ε0+iΓ =g0

ω
. (5.25)

The second term of order (E/Ω)2 can be written as

≡
(
E
Ω

)2 (− 1
2

1
ω̃ + 1

4

(
1

ω̃+Ω + 1
ω̃−Ω

))
= 1

ω̃
E
2

1
ω̃−Ω

E
2

1
ω̃ + 1

ω̃
E
2

1
ω̃+Ω

E
2

1
ω̃g2

=
ω ω − Ω ω

Ω Ω

ω ω + Ω ω

Ω Ω

+ ,

(5.26)

where we have represented the incremental change in frequency of the electron propagator by a
curly line, which is interpreted as a photon with frequency Ω which interacts with the electron with
interaction vertex E/2. Similarly, we find

≡
(
E
Ω

)4 ( 3
32

1
ω̃ − 1

16

(
1

ω̃+Ω + 1
ω̃−Ω

)
+ 1

64

(
1

ω̃+2Ω + 1
ω̃−2Ω

))
g4

= + + +

+ + ,

(5.27)

where we have suppressed the frequency labels. Hence, GR00(ω) may be interpreted as composed of
amplitudes where the electron has emitted and absorbed an equal amount of photons8. Since this is
only possible through an even number of interactions, only even powers of (E/Ω) appear in Eq. (5.24),
and the Bessel functions keep track of the number of ways that these processes can occur. Similarly,
we could consider

= + + + · · ·GR10(ω) +

≡ ω + Ω ω, (5.28)

which is composed of amplitudes where the electron has absorbed one photon in excess. Notice from
Eq. (5.9) how the net absorbed or emitted photons contributes to the time-dependence of the Green
functions (consider e.g. the equal-time Green function), i.e., how dynamics is induced by photons.

The coupling between the level and the fermionic environment is modeled by the action Sres = ST + SE ,
where SE describes the non-interacting reservoir, and

ST = −
∫

C
dτ
∑

k

(
tψ̄k(τ)ψ0(τ) + t

∗
ψ̄0(τ)ψk(τ)

)
(5.29)

= −
∫ ∞

−∞
dt
∑

k

(
t(ψ̄

+
k (t), ψ

−
k (t))τ̂3

(
ψ

+
0 (t)

ψ
−
0 (t)

)
+ t
∗
(ψ̄

+
0 (t), ψ

−
0 (t))τ̂3

(
ψ

+
k (t)

ψ
−
k (t)

))
,

8See e.g. Ref. [158] for a similar interpretation.
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Chapter 5. Periodically driven systems

where ψ̄0 and ψ̄k denote level and reservoir fields, respectively. Using Eq. (A.70) we integrate out the
environment to obtain an effective contribution to the action. Upon Keldysh rotating we find

Sres = −
∫
dtdt

′ ˆ̄Ψ0(t)Σ̂(t, t
′
)Ψ̂0(t

′
), Σ̂(t, t

′
) = t

2
∑

k

Ĝ0,k(t, t
′
). (5.30)

Upon transforming to Floquet space (notice that the free reservoirs also satisfies the NESS condition),
and using Eq. (5.18) for time-independent reservoirs, the retarded and advanced components of the self
energy from the reservoir become

Σ
R/A
mn (ω) = t

2
∑

k

G
R/A
0,k,mn(ω) = t

2
ν

∫
dε

1

ω + nΩ− ε± i0+ δmn = ∓i γ
2
δmn, (5.31)

where we have taken the wide-band limit and assumed that γ = 2πt
2
ν, with ν being the reservoir density

of states, is independent of energy. We furthermore define Γ = γ/2. Since the reservoirs are in thermal
equilibrium, the Keldysh component is governed by the fluctuation-dissipation theorem, thusa,

Σ
K
mn(ω) = t

2
∑

k

G
K
0,k,mn(ω)

= t
2
∑

k

F (εk)
[
G
R
0,k,mn(ω)−GA0,k,mn(ω)

]

= t
2
ν

∫
dεF (ε)

[
1

ω + nΩ− ε+ i0
+ −

1

ω + nΩ− ε− i0+

]
δmn

= −iγF (ω + nΩ)δmn,

(5.32)

in agreement with [125, Eq. (192)], and where F was defined below Eq. (4.33). We note that one may
similarly obtain a lesser self-energy as [125] Σ

<
mn(ω) = iγnF (ω + nΩ)δmn.

aOne may also immediately transform Eq. (4.32) to Floquet space.

Now, let us turn to the time-dependent level occupation [161] n(t) = (1− iGK(t, t))/2 = −iG<(t, t).
We obtain the same result using GK obtained from the (first term in the) Dyson equation (4.45) in
Floquet-space with Keldysh self-energy given by Eq. (5.32) or from an equivalent Dyson equation
for the lesser Green function with lesser self-energy [125] Σ<mn(ω) = 2iΓnF (ω + nΩ)δmn. Let us just
consider the latter,

G<mn(ω) =
∑

st

GRms(ω)Σ<st(ω)GAtn(ω) (5.33)

= 2iΓ
∑

kls

Jm−k

(
E

Ω

)
Js−k

(
E

Ω

)
Js−l

(
E

Ω

)
Jn−l

(
E

Ω

)
nF (ω + sΩ)

(ω + kΩ− ε0 + iΓ)(ω + lΩ− ε0 − iΓ)
.

Upon transforming back to time, we get the time-dependent level occupation (see derivation in the
info-box below)

n(t) =
1

2
− Γ

∑

klms

e−imΩtJm−k

(
E

Ω

)
Js−k

(
E

Ω

)
Js−l

(
E

Ω

)
J−l

(
E

Ω

)
1

(l − k)Ω− 2iΓ

(
I−ls − I+

ks

)
, (5.34)

where
I±st =

1

π
ψ

(
1

2
± iβ

2π
(ε0 + (t− s)Ω− µ∓ iΓ)

)
, (5.35)

with ψ the digamma function. In the un-driven limit, Eq. (5.34) reduces to

n =
1

2
+

1

π
Imψ

(
1

2
− iβ

2π
(ε0 − µ+ iΓ)

)
. (5.36)
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5.2 Periodically driven level

To derive Eq. (5.34) we first use nF (ω) = (1 − tanh(β(ω − µ))/2)/2 to divide G<mn(ω) into two parts:
a temperature-independent part G<1,mn(ω) (from the "1") and a temperature-dependent part G<2,mn(ω)
(from tanh). Consider first the temperature-independent contribution to G<(t, t)

G
<
1 (t, t) ≡

∑

m

e
−imΩt

∫ ∞

−∞

dω

2π
G
<
1,m0(ω)

=
∑

mkls

Jm−k

(
E

Ω

)
Js−k

(
E

Ω

)
Js−l

(
E

Ω

)
J−l

(
E

Ω

) −Γ

(k − l)Ω + 2iΓ

=
i

2
,

(5.37)

where we have used
∑
s Js−k(x)Js−l(x) = δkl. This gives the first term in Eq. (5.34). For the second

term we should evaluate the integral

I2,kls ≡
∫ ∞

−∞

dω

2π
tanh

(
β

2
(ω + sΩ− µ)

)[
1

ω + kΩ− ε0 + iΓ
− 1

ω + lΩ− ε0 − iΓ

]
. (5.38)

To this end, we write tanh(β(ω+sΩ−µ)/2) = i(ψ
−

(ω+sΩ)−ψ+
(ω+sΩ))/π where ψ±(x) ≡ ψ( 1

2
±iβ(x−

µ)/(2π)) with ψ being the digamma function. Using that ψ+/− has poles in the upper/lower complex
half-planes only, and that the contribution to the contour-integral from the semi-circle arcs vanishes, we
get

I2,kls = I
−
ls − I+

ks, I
±
ks ≡

1

π
ψ
±

(ε0 + (s− k)Ω∓ iΓ), (5.39)

which gives the second term in Eq. (5.34).

The time-dependent level occupation is shown in Fig. 5.2b. The figure shows the non-equilibrium
steady-state result obtained from Eq. (5.34) together with a numerical time-dependent simulation
by R. S. Souto which is obtained from inverting the discrete-time inverse Green function including a
self-energy from the leads. In the time-dependent simulation, the initially unoccupied (black curve)
and occupied (red curve) level is first brought into contact with the fermionic reservoir, whereafter
follows a period of thermalization where the two initial configurations thermalizes with the bath. At
time zero, the drive is turned on, giving rise to a transient behavior until the level occupation reaches
a non-equilibrium steady state in agreement with the result from Eq. (5.34)9. Here we see an explicit
example of the independence on the initial state in the steady-state long-time limit, as discussed in
Sec. 4.3.1.

Clearly, the level occupation has a richer structure than would have been anticipated by simply
substituting ε0 → ε0(t) in Eq. (5.36) (dashed line). In other words, the non-equilibrium steady state
does not simply follow the drive signal adiabatically, as was also concluded in Ref. [156]. To get further
insight into the dynamical behavior, we show the Floquet-components of the Floquet Green functions
A(ω) ≡ −2ImGR(ω) (black curves) and the real (blue) and imaginary (red) part of n(ω) ≡ −iG<(ω)
in Fig. 5.2c. Consider the 00-component of A(ω), often referred to as the time-averaged spectral
function [162] 10. In the limit E,Γ → 0 in Eq. (5.22), A0(ω) ≡ −2ImGR00(ω) → 2πδ(ω − ε0) gives
the spectrum of the level, a delta-function peak at the frequency of the level, which is normalized as∫
dωA0(ω)/(2π) = 1. For a finite Γ, A0(ω)→ 2Γ/((ω − ε0)2 + Γ2), i.e. the finite life-time causes the

level to broaden in the spectrum. For a finite Γ and drive amplitude E,

A0(ω) =
∑

l

J2
l

(
E

Ω

)
2Γ

(ω − (ε0 + lΩ))2 + Γ2 , (5.40)

9The analytical results in Fig. 5.2b are shifted in time by T/4 since the time-dependent simulation uses ε0(t) =
ε0 + E sin(Ωt)θ(t) such that ε0(0) = ε0.

10’Period-averaged’ component would be a slightly better terminology cf. Eq. (5.7). Performing the frequency-
integral over this component gives the period-averaged equal-time properties.
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Figure 5.2: Harmonically driven level. (a) Illustration of a harmonically driven single level coupled
to a fermionic reservoir. (b) Time-dependence of the level occupation n(t) showing the NESS result
from Eq. (5.34) (blue line) together with time-dependent results by R. S. Souto where an occupied (red
curve) and unoccupied (black curve) level is initially brought to contact with the reservoir, whereafter
follows a regime of thermalization, before the drive is turned on at time t = 0 (see footnote 9 on p.
55). The adiabatic result from substituting the time-dependent dot-level into Eq. (5.36) is shown
with a dashed line. (c) Floquet matrix components (as written in the top left corner of the subfigures)
of A(ω) = −2ImGR(ω) (black) and real (blue) and imaginary (red) part of n(ω) = −iG<(ω) as a
function of frequency. The blue and red boxes in the right panels show the frequency-integrated blue
and red curves (divided by 2π) corresponding to the Fourier coefficients that gives the behavior in
(b) (higher order contributions does not change the behavior noticeable). The parameters are Ω = 1,
E = 4, Γ = 0.2, ε0 = µ = 0, kBT = 0.1. The figure is made by N. Walldorf for a working paper in
collaboration with R. S. Souto and J. Paaske.

hence, as seen in Fig. 5.2c, spectral weight is moved from the single peak to sidebands11 at ε0 + lΩ
with spectral weight J2

l (E/Ω) such that
∫
dωA0(ω)/(2π) =

∑
l J

2
l (E/Ω) = 1. From the diagrams

above, we can interpret A0(ω) as probing the density of states at frequency ω, revealing, however,
that an electron can have interacted with an integer number of photons.

What can we say about the other components of the Floquet Green function matrices? We note
from Eq. (5.9) that G(t, t) =

∑
m e
−imΩt ∫∞

−∞
dω
2πGm0(ω), hence, the frequency-integrated n(ω)-

curves gives the Fourier coefficients (times 2π) which builds up the dynamical behavior in Fig. 5.2b.
Although we may take simple limits (such as high drive frequency or large coupling to the reservoir)
where the frequency-integrated results become simple (not shown), in general, we see that the dynamic
content emerges from a rich underlying structure, caused by the complex interplay between drive and
dissipation. We will discuss some aspects of the periodically driven level further in Sec. 6.7.1, but

11For the particular parameters in Fig. 5.2c, J2
1 (E/Ω) = 0.004, and hence the first sideband is highly suppressed.
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x
y

z

Figure 5.3: Sketch of a two-dimensional square lattice driven by a periodic electric field. Adapted
from Publication III.

aim in future work to get even more insights into periodically driven systems from this fairly simple
model.

5.3 Periodically driven square lattice

Next, we consider a two-dimensional square lattice, as sketched in Fig. 5.3, in a uniform12 but time-
dependent classical electric field. The system is described by a tight-binding Hamiltonian with nearest
neighbor coupling −t̃. In momentum space and in the temporal gauge [125] the lattice Hamiltonian
reads

Ĥ =
∑

kσ

εk(t)ĉ†kσ ĉkσ, εk(t) = −2t̃
∑

l=x,y

cos
(
klal +

eal
~
Al(t)

)
, (5.41)

where al is the lattice spacing, Al(t) is the time-dependent vector potential in direction l, and we
have defined ĉkσ = N−1/2∑

j ĉjσe
−ik·rj , with j a lattice site index, and N is the number of lattice

sites. The equilibrium electron dispersion in the absence of an electric field is shown in Fig. 5.4 and
is bounded by εk ∈ [−4t̃, 4t̃] (a maximum of 2t̃ added from each spatial dimension). At half filling,
the Fermi surface has the nesting property that there exists a single vector Q = (π, π) (in units of the
inverse lattice spacing) which connects opposite sides of the Fermi surface. In the interacting system,
which we consider in the next chapter, this will have some important consequences.

For different periodic drive protocols, the task is to calculate the Fourier coefficients εk,m cf. Eq.
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εk
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k
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[π
]

Figure 5.4: Un-driven electron dispersion (in units of t̃) in the Brillouin zone of the square lattice
(in units of the inverse lattice spacing). Nesting vectors are shown with dashed arrows.

12Although a typical starting point for making theoretical progress, see e.g. the review [125], we note that the
experimental setup required to satisfy this assumption is not trivial. See, however, the discussion in Sec. 6.5.2.
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(5.18)-(5.19). Hence, it is convenient to write εk(t) in the form

εk(t) = −t̃
∑

l=x,y

[
eiklalei

eal
~ Al(t) + e−iklale−i

eal
~ Al(t)

]
, (5.42)

whereby

εk,m = −t̃
∑

l=x,y

[
eiklalαl,+,m + e−iklalαl,−,m

]
, αl,±,m ≡

∫ π

−π

dz

2π
eimz±i

eal
~ Al(z/Ω). (5.43)

For a harmonically oscillating electric field with vector potential

Al(t) =
~El sin(Ωt)

−ealΩ
, (5.44)

we find
αl,±,m =

∫ π

−π

dz

2π
eimz∓i

El
Ω sin(z) = Jm

(
±El

Ω

)
, (5.45)

where we have used the integral representation of the Bessel function [163]. To allow the system to
dissipate energy, we couple it to a fermionic reservoir. The coupling is achieved in a similar way as
above for the harmonically driven level (however, is also detailed in App. A.7).

From Eq. (5.18) we can calculate the time-averaged and momentum-summed spectral function
A0(ω) ≡ −2/N

∑
k ImG

R
k,00(ω) as shown in Fig. 5.5 (for Ex = Ey = E). The result for zero drive
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Figure 5.5: Spectral function for the driven two-dimensional lattice (
∫∞
−∞ dωA0(ω)/(2π) = 1). Pa-

rameters: t̃ = ax = ay = 1, Γ = 0.03 (see App. A.7), kBT = 0.01, and Floquet-matrices of size
9× 9.
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5.3 Periodically driven square lattice

amplitude is plotted with a black line, and shows the well-known equilibrium spectral function for
the two-dimensional tight-binding square lattice: the spectral function is bounded in frequency by the
dispersion band edges, and shows a Van Hove singularity at the center. As we turn on the periodic
drive, the time-averaged spectrum shows Floquet sidebands centered at integer multiples of the drive-
frequency, similarly to the harmonically driven level discussed above. Recent experimental progress
has opened for the possibility to image such so-called Floquet band structures [164, 165]. As the
drive frequency increases, the argument of the Bessel-functions in Eq. (5.45) decreases (for a fixed
drive amplitude) whereby the contribution from higher-order Bessel functions decreases. This has the
dramatic consequence that as the amplitude is increased sufficiently, the zeroth Bessel function in Eq.
(5.45) approaches its first root, i.e. from Eq. (5.43) εk,0 → 0 or the effective hopping in the time-
averaged energy goes to zero. This is most easily seen in the lower panel in Fig. 5.5 as a narrowing
of the central spectral weight. This phenomenon is known as dynamical localization, first studied by
Dunlap et. al. [144]. Intuitively, the oscillating field moves the otherwise delocalized electrons back
and forth until they effectively appear localized. Such vanishing hopping from dynamical localization
has been observed experimentally in related experiments on Bose-Einstein condensates in an optical
lattice. However, in condensed-matter materials where a typical nearest-neighbor coupling t̃ ∼ 1 eV,
which corresponds to a frequency in the order of 1014 Hz or a light-wave wavelength in the order of
1 µm, the electric field magnitude required for dynamical localization is in the order of 109 V/m (for
a lattice constant in the order of 1 Å), and as pointed out in Ref. [144], it is indeed experimentally
challenging to apply such field magnitudes without destroying the sample. Yet, it is an interesting
example of how a periodic drive may affect a condensed-matter system, even in this simple non-
interacting case. But what happens when including electron-electron interactions? This is the subject
of the next chapter, where we will study the periodically driven Hubbard model.
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6 | Periodically driven Hubbard
model

This chapter is based on Publication III, Physical Review B 100, 121110(R) (2019) by N.
Walldorf, D. M. Kennes, J. Paaske, and A. J. Millis.

We have already seen examples of interesting effects caused by interactions between electrons:
from the Coulomb-mediated energy-transfer between two otherwise decoupled systems in Sec. 3.1 to
the underlying prerequisite for splitting Cooper pairs in Sec. 3.2. The origin of Cooper pairs in the
first place is an example of the paramount effect that interactions can have in ’strongly correlated’
materials (in the case of conventional superconductivity caused by interactions between electrons and
ions1). Other fascinating phenomena such as magnetism and high-temperature superconductivity
arise in strongly correlated materials. Originating from the complex interplay between the motion
of individual particles (kinetic energy) and their interactions (Coulomb energy), the nature of these
effects depend on the degree of localization of the electrons. This is reflected in the diagram in Fig.
6.1 where d- and f -electron compounds are listed according to the degree of electronic localization
[131]: higher principle quantum numbers (moving downwards in the table) have more delocalized
orbitals, whereas more protons in the nucleus (moving to the right in the table, and from d to
f) pull electrons towards the nucleus. Elements in the delocalized part of the table have highly
itinerant electrons that can perturb the ion lattice as they move through the material, giving rise
to conventional superconductivity. By contrast, elements with highly localized electrons are strongly
interacting with each other and form magnetic moments. Near the boundary between delocalization

Ce Pr Nd Pm Sm Eu Gd Tb Dy Ho Er Tm Yb

Th Pa U Np Pu Am Gm Bk Cf Es Fm Md No

Sc Ti V Cr Mn Fe Co Ni Cu

Y Zr Nb Mo Tc Ru Rh Pd Ag

Lu Hf Ta W Re Os Ir Pt Au

increasing localization

increasing
localization

magnetic moments

superconductivity

5d

4d

3d

5f

4f

Figure 6.1: Kmetko-Smith diagram showing the trend of electronic localization and the correspond-
ing trend towards formation of superconductivity and magnetic moments. Adapted from Ref. [131].

1Often ’strongly-correlated’ refers to strong direct electron-electron interaction, however, for conventional supercon-
ductivity the correlation is caused by the electron-ion interaction [166].
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Chapter 6. Periodically driven Hubbard model

(itineracy) and localization (magnetic moments) we find some fascinating materials such as Ce-based
superconductors [131] where superconductivity emerges at the limit where magnetic order is suppressed
[167]. Whereas the mechanisms behind these phenomena are still poorly understood, it seems to
suggest that one interesting route of study is the magnetic effect caused by itinerant electrons, called
itinerant magnetism, and to ask, what physics emerges when driven out of equilibrium2?

Due to its apparent simplicity yet capability of describing a plethora of many-body phenomena, the
Hubbard model [169] has become a standard starting point for theories of strongly correlated electron
systems, and is central in describing itinerant magnetism [132]. The Hubbard model describes a lattice
system where electrons are almost localized in atomic orbitals at each site in the lattice and interact
through an on-site Coulomb interaction. The Hamiltonian reads

Ĥ =
∑

ijσ

hij(t)ĉ
†
iσ̂cjσ + U(t)

∑

i

n̂i↑n̂i↓ + Ĥres, (6.1)

where n̂iσ = ĉ†iσ ĉiσ, and ĉ
†
iσ (ĉiσ) creates (annihilates) an electron with spin σ ∈ {↑, ↓} on lattice site

i. The (possibly time-dependent) matrix element hij(t) describes electron hopping from lattice site j
to i with lattice site coordinates rj and ri , respectively, and U(t) is the on-site Coulomb or Hubbard
interaction which dominates when the atoms are well separated and the overlap between neighboring
orbitals is weak3. A time-dependent kinetic energy term can be introduced by a time-dependent
electromagnetic field, and a time-dependent interaction could effectively arise from e.g. a parametric
drive of the lattice [172] as e.g. realized in cold-atom experiments (however, this will not be our
main focus in the discussions to follow). The system can dissipate energy to an electron reservoir
in thermal equilibrium via Ĥres (which includes the non-interacting reservoir and its coupling to the
two-dimensional square-lattice, as detailed in App. A.7).

The (single-band) Hubbard-model refers to the approximation in which hopping is restricted to
nearest neighbor sites. As in Sec. 5.3 we consider a two-dimensional square lattice in a uniform
but time-dependent electric field where the non-interacting part of the Hamiltonian is diagonalized in
momentum space as

Ĥ0 =
∑

kσ

εk(t)ĉ†kσ ĉkσ. (6.2)

where εk(t) = −2t̃
∑
l=x,y cos(klal + ealAl(t)/~), with k = (kx, ky) (see Fig. 6.2), and nearest neigh-

bour hopping element −t̃.
The equilibrium properties of the half-filled Hubbard model in the square lattice with nearest

neighbor hopping are reasonably well understood4 [168, 173, 174]. At half filling in the two-dimensional
square lattice, the nesting vector Q = (π, π) (in units of the inverse lattice spacing) gives rise to

x
y

z

Figure 6.2: Sketch of a driven, antiferromagnetically ordered, strongly correlated film coupled to an
electron reservoir. From Publication III.

2We focus solely on itinerant antiferromagnetism in this study. See, however, Ref. [168] for a proposed theory of
high-temperature superconductivity in itinerant antiferromagnetism.

3The ratio U/t̃, where the nearest neighbour hopping element−t̃ is defined below Eq. (6.2), depends on the particular
material, but U/t̃ ∼ 20 for ET-F2TCNQ in Ref. [170], and first-principles calculations for e.g. herbertsmithite suggest
U/t̃ up to 40 [171].

4The understanding of itinerant magnetism is a product of contributions from many great physicists. A historical
perspective, including some milestone references, is provided in Ref. [131].
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antiferromagnetic ordering5. Hence, for any U > 0 the ground state is antiferromagnetically (Néel)
ordered, has a gap to charge and electronic excitations and supports gapless magnons (discussed
further below). As the temperature is raised, magnetic excitations are thermally excited, leading
to the destruction of long-ranged order above a temperature TN (which equals zero in dimensions
1 and 2 cf. the Hohenberg-Mermim-Wagner theorem [177, 24, 178]). A crossover occurring around
a temperature TMI leads to filling in of the charge gap and restoration of conducting behavior; at
large U , TMI � TN . These features are revealed by an appropriate interpretation of the results of a
mean field plus fluctuation analysis [168, 173, 132] which is known to provide a qualitatively correct
description of the equilibrium properties of the model. We are here interested in how these properties
are changed when driven out of equilibrium by a periodic drive.

6.1 Non-equilibrium action

In Ch. 4, we introduced the formalism of non-equilibrium field theory and Green functions. Let us now
formulate the non-equilibrium action of the Hubbard model. To deal with the Hubbard interaction6

we transform the interaction by a so-called Hubbard–Stratonovich transformation. As a first step we
rewrite

ψ̄i↑ψi↑ψ̄i↓ψi↓ = −1

2
(ψ̄i↑ψi↑ − ψ̄i↓ψi↓)2 = −1

6
s2
i , si ≡

∑

σσ
′

ψ̄iσ σσσ′ψiσ′ , (6.3)

where we have used that ψiσψiσ = ψ̄iσψ̄iσ = 0 for Grassmann fields [127], and σ = (σx, σy, σz) with
σµ a Pauli matrix. Thus, we can write the interaction contribution to the action in real space as

Sint[ψ̄, ψ] =
1

2

∫

C
dτ
∑

i

Is2
i , (6.4)

where I = U/3 [131], and we have suppressed the time-argument. We introduce a magnetization field,
mi, to transform the interaction term by a Hubbard–Stratonovich transformation, i.e. we use the
Gaussian identity [121, Eq. (9.73)]7

eiSint[ψ̄,ψ] =

∫
D[m]eiSint[ψ̄,ψ,m], Sint[ψ̄, ψ,m] =

∫

C
dτ
∑

i

[
−mi ·mi

2I
+mi · si

]
. (6.5)

There is a degree of freedom in how one can pair the fields as in (6.3), referred to as a choice of
decoupling ’channel’, and therefore a degree of freedom in the form of the decoupling Hubbard–
Stratonovich field. A part of the difficulty of describing strongly correlated systems is linked to the
competition between physics described by different channels. The ambiguity in the choice of Hubbard–
Stratonovich transformation is referred to as Fierz ambiguity [179]. In this work, we are interested in
studying itinerant antiferromagnetism and adopt the convention for decoupling the interaction as in
Ref. [131] and [132], where the Hubbard–Stratonovich field couples to the fermionic fields in the same
way as an external Zeeman magnetic field [121]. Upon transforming to momentum space8, the action

5Two-dimensional itinerant antiferromagnetism is e.g. discussed in relation to La2CuO4 in Ref. [173], however,
itinerant antiferromagnetism is indeed also found in some materials that lie in the cross-over region in Fig. 6.1 such as
Cr [175] and Ce compounds [176].

6The Hubbard-interaction follows from the two-particle interaction in Eq. (4.47) in the case U
ii
′
jj
′ = Uiiiiδii′δij δij′

upon defining U ≡ 2Uiiii.
7Notice that one may choose m→ −m.
8Notice that although ψ and ψ̄ are independent fields, we define their Fourier transforms as if they were related by

complex conjugation, i.e. analogously to the definition of the Fourier transform of the creation/annihilation operators
(see Sec. 5.3). We define the Fourier transform of the Hubbard–Stratonovich field as mk = 1

N

∑
imie

−ik·ri .
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reads in the continuous time representation

S0[ψ̄, ψ] + Sint[ψ̄, ψ,m] = −N
∫

C
dτ
∑

k

mk(τ) ·m−k(τ)

2I(τ)

+

∫

C
dτ
∑

kk
′
σσ
′

ψ̄kσ(τ)
[
G−1

0,k(τ)δkk′δσσ′ +mk−k′(τ) · σσσ′
]
ψk′σ′(τ),

(6.6)

where G0,k is the non-interacting Green function from the non-interacting part of the Hamiltonian
Eq. (6.2). The action (6.6) is the non-equilibrium analogue of the equilibrium action (13.14) in Ref.
[131].

6.1.1 Keldysh rotation and effective action

To Keldysh rotate the action, we define the transformed classical and quantum9 Hubbard–Stratonovich
fields mc(q)(t) = (m+(t) ± m−(t))/2 [25] (see also Sec. 4.3.2). Hence, in the continuous time
representation, the free Hubbard–Stratonovich component of the action transforms as

Sm,0 ≡ −N
∫

C
dτ
∑

k

mk(τ) ·m−k(τ)

2I(τ)
= −N

∫
dt

1

2I(t)

∑

k

[
m+
k (t) ·m+

−k(t)−m−k (t) ·m−−k(t)
]

= −2N

∫
dt

1

I(t)

∑

k

[
mc
k(t) ·mq

−k(t)
]
, (6.7)

and the component which couples the magnetization field to the fermionic degree of freedom becomes
(suppressing time-arguments)

Sm,1 ≡
∫

C
dτ

∑

kk
′
σσ
′

ψ̄kσmk−k′ · σσσ′ψk′σ′ = −
∫
dt
∑

kk
′
σσ
′

ˆ̄Ψkσ M̂kk
′
,σσ
′Ψ̂k′σ′ , (6.8)

where

M̂kk
′
,σσ
′(t) = −m̂k−k′(t) · σσσ′ , m̂k(t) = mc

k(t)τ̂0 +mq
k(t)τ̂1, (6.9)

and we have used Eq. (4.49) to transform to Keldysh-rotated fields defined in Eq. (4.29).
As for the systems considered in the previous chapter, in order to stabilize the driven system in

a non-equilibrium steady state (we will see an example of the dynamical evolution towards a non-
equilibrium steady state in Sec. (6.4.1)), we couple the system to an external fermionic reservoir (as
detailed in App. A.7). Hence, we obtain the full Keldysh-rotated action

S[ψ̄, ψ,m] = −2N

∫
dt

1

I(t)

∑

k

[
mc
k(t) ·mq

−k(t)
]

+

∫
dtdt′

∑

kk
′
σσ
′

ˆ̄Ψkσ (t)(Ĝ−1)kk′,σσ′(t, t
′)Ψ̂k′σ′(t

′),

(6.10)
where

(Ĝ−1)kk′,σσ′(t, t
′) ≡ ( ˆ̃G−1

0 )kk′,σσ′(t, t
′)− M̂kk

′
,σσ
′(t)δ(t− t′), (6.11)

with ˆ̃G−1
0 being the free-electron inverse Green function dressed by the reservoir

( ˆ̃G−1
0 )kk′,σσ′(t, t

′) = Ĝ−1

0,k
(t)δkk′δσσ′δ(t− t

′)− R̂k (t, t′)δkk′δσσ′ , (6.12)

where R̂ is given in Eq. (A.76).

9We will comment on the classical and quantum nomenclature in Sec. 6.2.
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6.2 Saddle point

To obtain an effective action governing the magnetization field, we may carry out the Gaussian
integral over the fermionic degree of freedom. Using the identity [132, Eq. (3.111)] ln detA = Tr lnA
we obtain the effective action

S[m] = −2N

∫
dt

1

I(t)

∑

k

[
mc
k(t) ·mq

−k(t)
]
− i~Tr ln

[
1− ˆ̃G0M̂

]
, (6.13)

where the trace should be taken over time, momentum, spin, and the Keldysh structure. The expansion
of the logarithm can be presented as the infinite sum of diagrams

+ + + + · · · ,

where curly lines represent the magnetization field (matrices) and solid lines represent fermionic
propagators. The Hubbard model describes electrons propagating in the system and fluctuatingly
experiencing an interaction, or exchanging an interaction-mediating bosonic field, when occupying
the same lattice site. Equivalently, we can think of the model and the diagrams that appear in the
effective action (6.13) as an interaction-mediating bosonic field which fluctuatingly disappears from
electron propagation, and adds as a magnetization field to the fermionic action.

6.2 Saddle point

Up to this point, everything has been formal manipulations of the action, however, the effective action
(6.13) is a convenient starting point for expanding around the "classical physics". Noticing that the
effective action enters as the integrand exp(iS[m]/~) in the path integral, for semiclassical paths where
S[m] � ~ (i.e. ~ is a small scale, which is the meaning of "semiclassical"), the integrand is a highly
oscillating functional of the paths mc,mq [180]. Hence, contributions to the path integral from mc,mq

are canceled by contributions from mc + δmc,mq + δmq, except when [7]

∂S[mc,mq]

∂mq =
∂S[mc,mq]

∂mc = 0, (6.14)

that is, when the action does not vary (to linear order) withmc,mq. These configurations will therefore
dominate to the semiclassical paths. Furthermore, since the Hubbard–Stratonovich field enters in Eq.
(6.6) similarly to a classical external Zeeman field, which would be equal on the forward and backward
branch on the contour, we explore an expansion around a classical magnetization field by considering
the classical saddle-point equation defined by10 [7, 181]

∂S[mc,mq]

∂mq

∣∣∣∣
m
q
=0

= 0. (6.15)

It is, however, interesting to note the possible existence of non–classical saddle-point solutions which
have non-zero quantum components, an idea which is still poorly developed [181].

As is customary, we hereafter set ~ = 1. From Eq. (6.13) we find

∂S[mc,mq]

∂mq
−k(t)

∣∣∣∣
m
q
=0

= −2N
mc
k(t)

I(t)
− iTr

[
[ ˆ̃G−1

0 − M̂ c]−1 ∂

∂mq
−k(t)

(−M̂q)|mq=0

]
= 0, (6.16)

10Note that ∂S[m
c
,m

q
]/∂m

c|mq=0 = 0 is solved trivially.
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where M̂ c
kk
′
σσ
′(t, t′) = −τ̂0mc

k−k′(t) · σσσ′δ(t − t
′) and M̂q

kk
′
σσ
′(t, t

′) = −τ̂1mq

k−k′(t) · σσσ′δ(t − t
′),

and we have used that (AB)−1 = B−1A−1. Performing the partial trace over time, momentum, and

spin, and defining the reservoir and (classical) mean-field dressed Green function ˆ̄G ≡
[

ˆ̃G−1
0 − M̂ c

]−1

,
we find the saddle-point equation

mc
k(t) = −i I(t)

2N

∫
dt′dt′′

∑

k
′
k
′′
σσ
′

Tr
[

ˆ̄Gk′k′′σσ′(t
′, t′′)τ̂1

∂

∂mq
−k(t)

mq

k
′′−k′(t

′′) · σσ′σδ(t
′′ − t′)

]

= −i I(t)

2N

∑

k
′
σσ
′

Tr
[

ˆ̄Gk′,k′−k,σσ′(t, t)τ̂1σσ′σ

]
.

(6.17)

The saddle-point equation can have multiple solutions and is, in general, solved by making a physically
motivated ansatz. Indeed, interesting physics could hide in "un-guessed" ansätze, and all the more
so when driven out of equilibrium. However, a possible starting point is to get inspired from our
knowledge in equilibrium and see how the physics changes as we increase the non-equilibrium drive.

6.3 The Néel antiferromagnetic state

The repulsive Coulomb interaction between electrons can affect their movement in a lattice signifi-
cantly. Whereas free electrons tend to delocalize (as described by the finite hopping matrix element
between different sites in the tight-binding Hamiltonian), the repulsive Coulomb interaction may act
oppositely and localize electrons in the lattice. Indeed, in the limit of infinite on-site repulsion, no two
electrons would prefer to occupy the same site, and if the total number of electrons equals the number
of lattice sites (half-filling) the electrons would localize with one electron on each site. For finite inter-
actions, however, the tendency to delocalize may lead an electron to tunnel to its neighbouring site,
which, however, due to Pauli exclusion is only possible if the two electrons have opposite spin [182].
Therefore, at half filling the system may order antiferromagnetically resulting in an antiferromagnetic
magnetization mean field,

mc
k(t) = m0(t)δkQ, (6.18)

where Q = (π, π). The above motivates the antiferromagnetic behavior on a qualitative level. On a
quantitative level, one may look at the governing fluctuations in magnetization around the disordered
state, that is, ask how the system would like to order in response to an infinitesimal external field. In
equilibrium the answer is antiferromagnetically for the square lattice at half-filling as we will see in
Sec. 6.5.1, and numerical evidence indicates that a Néel state is the ground state at half-filling except
in one-dimensional systems [132] (see also the experiment in Ref. [183]). Yet, if one focus on the
antiferromagnetic saddle point, still an infinite number of solutions exists, i.e. any direction in spin
space. This rotational symmetry will give rise to a Goldstone-mode as we will discuss in Sec. 6.5.

To study the Néel state, it is convenient to express the action in terms of the spinors (sup-
pressing time index) Φ̄k = (ψ̄1,k↑ ψ̄1,k↓ ψ̄1,k+Q,↑ ψ̄1,k+Q,↓ ψ̄2,k↑ ψ̄2,k↓ ψ̄2,k+Q,↑ ψ̄2,k+Q,↓), and
Φk = (ψ1,k↑ ψ1,k↓ ψ1,k+Q,↑ ψ1,k+Q,↓ ψ2,k↑ ψ2,k↓ ψ2,k+Q,↑ ψ2,k+Q,↓)

T , where the subscripts 1 and
2 refer to the components of the Keldysh-rotated fields cf. Eq. (4.29). Hence,

S[ψ̄, ψ,m] = −2N

∫
dt

1

I(t)

∑

k

[
mc
k(t) ·mq

−k(t)
]

+

∫
dtdt′

∑

kk
′

′ ˆ̄Φk (t)(Ĝ−1)kk′(t, t
′)Φ̂k′(t

′), (6.19)

where we have defined the Green function

(Ĝ−1)kk′(t, t
′) = Ĝ−1

0k
(t)δkk′δ(t− t

′)− R̂k(t, t′)δkk′ − M̂kk
′(t)δ(t− t′), (6.20)
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with

Ĝ−1
0k (t)=

(
G−1R

0k (t) G−1K
0k (t)

0 G−1A
0k (t)

)
, G−1R/A/K

0k (t) =

(
G
−1R/A/K
0k (t) 0

0 G
−1R/A/K
0k+Q (t)

)
⊗ σ0,

M̂kk
′(t)=

(Mc
kk
′(t) Mq

kk
′(t)

Mq

kk
′(t) Mc

kk
′(t)

)
, Mc/q

kk
′(t)=−


 m

c/q

k−k′(t)· m
c/q

k−(k
′
+Q)

(t)·
m
c/q

(k+Q)−k′(t)· m
c/q

(k+Q)−(k
′
+Q)

(t)·


⊗ σ,

(6.21)

R̂k(t, t′)=
∑

`

t2`
∑

kz

(
GR0`kkz (t, t

′) GK0`kkz (t, t
′)

0 GA0`kkz (t, t
′)

)
,

GR/A/K0`kkz
(t, t′)=

(
G
R/A/K
0`kkz

(t, t′) 0

0 G
R/A/K
0`,k+Q,kz

(t, t′)

)
⊗ σ0,

and the primed momentum summation in Eq. (6.19) means that momentum runs over half the
Brillouin zone (the magnetic Brillouin zone11). In terms of G, the saddle-point equation reads

m0(t) =
I(t)

2N

∑

k

′
Tr
{

(−i ˆ̄Gk(t, t)) τ̂1 ⊗ τ1 ⊗ σ
}
, (6.22)

where ˆ̄G is the reservoir and (classical) mean-field dressed Green function (as in Sec. 6.2), τ̂ , τ , σ are
Pauli matrices in Keldysh, momentum and spin space, respectively (cf. the spinor structure defined
above), the trace refers to the full matrix structure of ˆ̄Gk(t, t).

6.3.1 Time-independent limit
If we consider the limit where the system is not perturbed by a periodic drive (but possibly still
driven out of equilibrium from coupling to reservoirs with different chemical potentials), the mean-
field equation reduces to

m0 =
I

2N

∑

k

′
∫ ∞

−∞

dω

2π
Tr
{

(−i ˆ̄Gk(ω)) τ̂1 ⊗ τ1 ⊗ σ
}
, (6.23)

where ˆ̄Gk(ω) is the Fourier transformed dressed Green function with

ḠR/Ak (ω) =
1

(ω ± iΓ)2 − E2
k

(
(ω ± iΓ + εk)σ0 −m0 · σ
−m0 · σ (ω ± iΓ− εk)σ0

)
, (6.24)

where Ek =
√
ε2k + |m0|2, and the Keldysh self energy is governed by the Keldysh component of R̂

from Eq. (6.21) (see also App. A.7). From Eq. (6.6), we see that for an antiferromagnetic mean field
(say in the z-direction) −m0σ3 scatters an electron with momentum k and spin σ into an electron
with momentum k+Q and spin σ′. Two such processes scatters an electron back to itself (momentum
is conserved modulus a reciprocal lattice vector), and we can understand the diagonal component in
Eq. (6.24) as the amplitude for all such processes, and similarly, the off-diagonal component results
from an odd number of scattering events. The integral over frequencies in Eq. (6.23) can be carried
out analytically (see e.g. Sec. 6.4.1), and we find the non-equilibrium saddle-point equation

1

I
=

1

2πΓN

∑

k,`,p=±

γ`
Ek

Imψ

(
1

2
+
iβ`
2π

(Ek − pµ` − iΓ)

)
, (6.25)

11The magnetic Brillouin zone can be chosen as convenient. We use the upper half-plane in Fig. 5.4 as in Ref. [132],
with an 80× 40 momentum grid used in the numerical simulations in Secs. 6.4–6.5.
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Figure 6.3: Spectral functions and occupations. (a) & (b): Spectral function as function of frequency
for varying |m0| with T = 0.01 and (a) Γ = 0.01 and (b) Γ = 0.1. (c) Occupation as function of
frequency for varying temperature and |m0| = 1, Γ = 0.01, µ = 0 (dashed line shows the spectral
function).

where ψ is the digamma function and β` = 1/kBT` is the inverse temperature of reservoir `. Equation
(6.25) is the antiferromagnetic analogue of the bias-driven itinerant ferromagnet studied in Ref. [25]
(see also the info-box below). In the case when coupling to a single reservoir with inverse temperature
β and chemical potential µ, the saddle-point equation reads

1

I
=

1

πN

∑

k,p

1

Ek
Imψ

(
1

2
+
iβ

2π
(Ek − pµ− iΓ)

)
, (6.26)

which in turn, in the limit of vanishing coupling to reservoirs, reduces to the equilibrium result in Ref.
[131]

1

I
=

1

2N

∑

k,p

1

Ek
tanh(β(Ek − pµ)/2), (6.27)

where we have used the relation Imψ(1/2 + iy) = π tanh(πy)/2 [184]. The saddle-point equations
determine the antiferromagnetic saddle-point magnetization field as a function of the electron inter-
action, electron dispersion, and possible couplings to wide-band reservoirs with particular coupling
strengths, chemical potentials, and temperatures. Figure 6.3a shows the imaginary part of the upper
diagonal component12 of the Green function A11(ω) ≡ −2Im

∑′
k Ḡ

R
k,11(ω) for varying magnetization

field (corresponding to varying interaction, I). In the non-interacting limit, I = |m0| = 0, we find the
usual 2D square-lattice tight-binding spectrum as discussed in Sec. 5.3. However, as the interaction,
and therefore |m0| increases, a gap opens in the spectrum, which for I � t̃, T, µ is 2|m0| ≈ 2I (from
Eq. (6.27)). Indeed, also on a qualitative level we expect an insulating gap in the antiferromagnetic
phase since electron tunneling to next-nearest neighbors are suppressed by Pauli exclusion. The ef-
fect of an enhanced coupling to a reservoir is seen as a smoothening of the spectral structures in
Fig. 6.3b, and increasing the reservoir temperature excites particles into the upper band as shown
from the quasiparticle occupation n11(ω) ≡ −i∑′k Ḡ

<
k,11(ω) at half-filling in Fig. 6.3c (colored filling).

For the ferromagnetic case, we employ the ansatz m
c
k = m0ẑδk,0. From Eq. (6.6), we see that this

ansatz simply shifts the energy in the non-interacting Green function εk → εk − σm0, and hence from
Eq. (4.33) the mean-field retarded, advanced, and Keldysh Green functions read

G
R/A
kσ (ω) =

1

ω − εk + σm0 ± iΓ
, G

K
kσ(ω) = F̄ (ω)(G

R
kσ(ω)−GAkσ(ω)), (6.28)

where F̄ (ω) =
∑
` γ`F`(ω)/(2Γ) and Γ =

∑
` γ`/2. The frequency integral over the Keldysh Green

12The lower diagonal component is identical.
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function can be performed analytically, and we obtain the mean-field equation

m0 = −I
∑

`kσ

σγ`
2πΓ

Im
[
ψ

(
1

2
+ i

β`
2π

(εk − σm0 − µ` − iΓ)

)]
. (6.29)

Using that Im{ψ(1/2+iy)} = π tanh(πy)/2 [184] we find in the limit when decoupling from reservoirs with
µ = 0 the mean-field equation reduces to m0 = I

∑
kσ σnF (εk−σm0). Upon rewriting

∑
k →

∫
dεν(ε)/2,

where ν(ε) is the density of states [131, Eq. (13.34)], we find

m0 =
I

2

∑

σ=±
σ

∫
dεν(ε)nF (ε− σm0), (6.30)

in agreement with Ref. [131, Eq. (13.36)]. Around the phase transition m0 → 0, we can expand
nF (ε− σm0) ≈ nF (ε)− σm0n

′
F (ε) to obtain the transition temperature Tc [131, p. 471]

1 = Iχ0(Tc), χ0(Tc) =

∫
dεν(ε)

(
−dnF (ε)

dε

)∣∣∣∣
T=Tc

, (6.31)

which is the finite-T Stoner criterion. In the zero-temperature limit, we can approximate the derivative
of the Fermi-Dirac distribution by a delta-function and find the zero-T Stoner criterion 1 = Iν(µ) (see
the discussion of I versus U in Ref. [131, p. 474]).

In Ref. [25, 185, 186], the effect of a voltage bias is studied. We note that in the ferromagnetic
case, when coupled to left and right reservoirs, we can write the mean-field equation in the form (not
evaluating the frequency-integral for easier comparison)

m0 = −I
2

∫
dω

2π

∑

kσ`

σ
γ`F`(ω)

(ω − εk + σm0)
2

+ Γ
2 =

I

2

∫
dω

2π

∑

kσ`

2σγ`nF,`(ω)

(ω − εk + σm0)
2

+ Γ
2 , (6.32)

where Γ = (γL + γR)/2. This is in agreement with Ref. [185, Eq. (6.48)] upon letting I → U (due to
[131, (13.7)]), 2

U
m0 → m0, and γ` → 2γ` (coupling strength defined with a factor 2).

6.4 Periodic drive

Let us return to our main interest; the periodically driven Hubbard model. The exciting route to-
wards Floquet-engineering novel non-equilibrium phases becomes no less exciting in strongly-correlated
materials. For example, in Ref. [22] the authors were able to induce superconductivity in a strongly-
correlated material by application of a radiation field. The microscopic pathway that leads to su-
perconductivity in the experiment is not fully understood, however, from our introductory discussion
to this chapter we might anticipate that interesting physics could emerge. Indeed, we argued that
materials that lie in the crossover between delocalized and localized electrons appear to be particu-
larly interesting. Since a periodic drive affects the localization of electrons, ultimately in the form
of dynamical localization13 as discussed in Sec. 5.3, it seems plausible that a periodic drive might
probe interesting physics in this crossover region where materials are on the brink of magnetism. One
example is the optical melting of antiferromagnetism in La0.5Sr1.5MnO4 [23].

While this serves to motivate our interest, needless to say, the general physics is highly challenging
to describe. To make some initial progress, we will focus solely on periodically driven itinerant
antiferromagnetism. In particular, we will see how a periodic drive may induce dynamics in the
system on a mean-field level and affect the collective modes, both in terms of the dispersive properties
(Floquet-engineering) as well as the distribution.

13The meaning of this ’localization’ is the suppression of the nearest neighbour hopping element.
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6.4.1 Saddle-point results
To study the periodically driven system, it is convenient to work with the Floquet Green functions
described in Ch. 5. In a non-equilibrium steady state where the mean field is synchronized to the
drive (see discussion below), we can expandm0(t) =

∑
nm

(n)
0 e−inΩt and transform Eq. (6.22) to the

Floquet representation

m
(m)
0 =

1

2N

∑

n

∑

k

′
∫ ∞

−∞

dω

2π
Tr
{

(−i ˆ̄Gk,mn(ω)) τ̂1 ⊗ τ1 ⊗ σ
}
In, (6.33)

where we have also expanded I(t) =
∑
n Ine

−inΩt. In the following, however, we only consider a time-
dependent interaction in Fig. 6.5b below, and in all other cases the interaction is assumed constant.
We set the chemical potential corresponding to half-filling and couple to an oscillating electric field,
represented as a vector potential Ax,y(t) = −E sin(Ωt)/Ω. We set ~ = kB = e = ax,y = 1, and choose
the magnetization field direction along the z-direction, m0(t) = m0(t)ẑ. In the following, all energies
will be given in units of t̃. The retarded/advanced component of the inverse electron Green function
dressed by the reservoir is given by

Ḡ−1R/A
k,mn (ω) = (ω + nΩ± iΓ)δmnτ0 ⊗ σ0 − hk,mn, (6.34)

where hk,mn = εk,m−nτ3 ⊗ σ0 − m
(m−n)
0 τ1 ⊗ σ3, with εk,m given by Eq. (5.43). The Keldysh

Green function is ḠKk,mn(ω) =
∑
m
′
n
′ ḠRk,mm′(ω)RKm′n′(ω)ḠAk,n′n(ω), where RKmn(ω) = −2iΓ tanh((ω +

nΩ)/2T )δmnτ0 ⊗ σ0 is the self-energy from coupling to the reservoir (see App. A.7.1). We solve
Eq. (6.33) numerically with a Floquet cutoff |n| ≤ nmax set large enough to ensure convergence
(specified in the figure captions) where n is the Floquet index. We iterate from an initial guess
m

(n)
0 = 10−2θ(nmax − |n|), and use converged solutions as new starting points to explore multistabil-

ity.

From a practical point of view, we note that the integral over frequency for the reservoir- and mean-field
dressed Keldysh and Lesser Green functions can be evaluated analytically. E.g. for the Keldysh Green
function
∫ ∞

−∞

dω

2π
ḠKk,mn(ω) =

∑

m
′
n
′

∫
dω

2π
ḠR
k,mm

′(ω)RK
m
′
n
′(ω)ḠA

k,n
′
n
(ω)

=
∑

ijm
′
n
′
U
k,mi
U−1

k,im
′

[∫
dω

2π
DRk,i(ω)RK

m
′
n
′(ω)DAk,j(ω)

]
U
k,n
′
j
U−1
k,jn (6.35)

= −i
∑

`

γ`
∑

ijm
′
U
k,mi
U−1

k,im
′

[∫
dω

2π
DRk,i(ω)F`(~ω + L[m

′
]~Ω)DAk,j(ω)

]
U
k,m
′
j
U−1
k,jn,

where the indices refer to the full matrix structure, the matrices U diagonalize the retarded/advanced
Green functions, DR/Ak,i (ω) = 1/(ω ± iΓ + αk,i), and L[m

′
] assigns the Floquet-space index. Evaluating

the integral we find
∫
dω

2π
ḠKk,mn(ω) = −i

∑

`

γ`
∑

ijm
′
U
k,mi
U−1

k,im
′Mkijm

′U
k,m
′
j
U−1
k,jn, (6.36)

where

M
kijm

′ =
1

π

1

αk,i − αk,j + 2iΓ

[
ψ

(
1

2
+
iβ`
2π

(−αk,i + L[m
′
]Ω− µ` − iΓ)

)

−ψ
(

1

2
− iβ`

2π
(−αk,j + L[m

′
]Ω− µ` + iΓ)

)]
,

(6.37)
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Figure 6.4: Mean field solutions for varying drive frequencies Ω = 5− 15 in steps of 1 and Ω = 30.
(a) Time-averaged mean field as a function of field amplitude, and (inset) diagonal-component of
the time-averaged spectral functions (solid lines) and occupation functions (shaded areas) for the
mean field solutions marked in (a). (b) Second mean field Floquet component as a function of field
amplitude. The parameters are I = 5, T = 0.01, Γ = 0.2 and nmax = 10. All energies are in units of
t̃. From Publication III.

with ψ being the digamma function. We note that when integrating over frequency in a product of
Keldysh Green functions, the identity tanh(a) tanh(b) = 1 + coth(a − b)[tanh(b) − tanh(a)] [121] is
useful.

In Fig. 6.4a we show results for the time-averaged component of the mean field relative to its value
at zero drive amplitude m0 ≡ m

(0)
0 (E = 0). In the limit of drive frequencies much larger than the

charge gap, i.e. 2m
(0)
0 � Ω, the main features of the saddle-point solution remain similar to equi-

librium, albeit with a small increase in the average staggered magnetization as a function of drive
amplitude14. This behavior is expected from the renormalization of the hopping parameter in this
Magnus limit [187, 188]. In contrast, as the drive frequency is decreased towards the sub-gap regime,
the saddle-point results deviate from equilibrium-like and show a rich behavior as a function of drive
amplitude and frequency which for still lower drive frequency shows discontinuous transitions (within
a regime of bistability) to a state of lower gap amplitude and significant occupation of the upper band
(Fig. 6.4a inset).

Our main focus in this study, is on the fluctuations in the high-frequency regime (in the following
section), where the saddle-point behavior is more equilibrium-like. However, an analysis of the be-
havior when the drive frequency is tuned towards the sub-gap regime is an important route for future
work. As a preliminary analysis, Fig. 6.5a shows a comparison of the mean-field result from Eq.
(6.33) (black) and from a time-dependent simulation by D. M. Kennes15 (blue) (panel b shows a com-
parison for a time-dependent interaction). Indeed, we see that after an initial transient behavior, the
time-dependent solution reaches a periodic non-equilibrium steady state in good agreement with the
Floquet result. This also justifies our expansion of the saddle-point magnetization as a Fourier-series
in anticipation of synchronization. The non-equilibrium steady state shows rich dynamical behavior

14This is barely visible in the Ω = 30 trace in Fig. 6.4a.
15For computational details on the time-dependent simulation see [189, 190].
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Figure 6.5: Synchronization of the mean field. An explicit time-dependent mean field solution (by D.
M. Kennes) ramped from the un-driven state to the driven state synchronized to the time-transformed
Floquet mean field solution (by N. Walldorf) for (a) the drive discussed in Sec. 6.4.1 with parameters
I = 5, T = 0.01, Ω = 7, E = 8, Γ = 0.2, and (b) for a time-dependent interaction with parameters
I0 = 5, I±1 = ±i/2, Γ = 0.1, T = 0.01, Ω = 1/50 (E = 0). The time-dependent simulations have
initial ramp-ups. See Refs. [189, 190] for computational details. (a) from Publication III.

in this regime. This is also reflected in Fig. 6.4b which shows the second Floquet component of the
order parameter (the first Floquet component is vanishing). The resulting 2Ω oscillation in the or-
der parameter implies moderate amplitude oscillations in the gap and order parameter amplitudes.
Whether an analysis beyond mean-field theory, such as non-equilibrium DMFT as in Ref. [191], would
lead to a Mott or gapless state is an interesting open question.

6.5 Fluctuations

The path-integral formulation of the theory provides a natural setting to explore higher-order cor-
rections to the saddle-point theory, that is, fluctuations around the saddle point. From the previous
analysis we found that the system can break its spin rotational symmetry to an antiferromagnetic
ordering as illustrated in Fig. 6.6 (left panel). However, we can easily imagine that the system
will have fluctuations, δm = (δmx, δmy, δmz), around this ordering as illustrated in Fig. 6.6 (right
panel). In particular, since any spatial rotation of the saddle-point solution is still a solution to the
saddle-point equation, one could expect configurations of δm with infinitesimal contribution to the
action, i.e. gapless fluctuations [132]. Indeed, we will see this so-called Goldstone mode emerging from
the following analysis. To this end, we expand the magnetization field around the antiferromagnetic

mc
i δmc

i

Saddle-point configuration Fluctuations

Figure 6.6: Antiferromagnetic mean-field theory (left) and fluctuations about the mean-field theory
(right). The broken symmetry is illustrated to be out of plane.
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sadlde-point mean field

mc
k(t) = m0(t)δkQ + δmc

k(t), (6.38)
mq
k(t) = δmq

k(t), (6.39)

where δmc and δmq describe classical and quantum components, respectively, of fluctuations around
the saddle-point configuration. Notice that the saddle-point solution in Sec. 6.2 described a classical
antiferromagnetic configuration, that is, where the field entered the action as a classical field. Hence,
in addition to identifying corrections to the magnetization configuration, we also consider quantum
corrections to the classical saddle-point theory. Upon performing the Gaussian integral over the
fermionic degree of freedom in Eq. (6.20) as in Eq. (6.13), and expanding the logarithm to second
order, we obtain the quadratic action governing the fluctuations16

S[δmc, δmq] = −2N

∫
dt
∑

k

δmc
k(t) · δmq

−k(t)

I(t)
+
i

2
Tr
{

( ˆ(δM) ˆ̄G)2
}
, (6.40)

where ˆ̄G is the reservoir- and mean-field dressed Green function, and ˆ(δM) is given as in Eq. (6.21),
but now in terms of the fluctuation fields, replacingmc/q → δmc/q. Performing the partial trace over
momentum, time, and the Keldysh structure gives

Tr
{

( ˆ(δM) ˆ̄G)2
}

=

∫
dtdt′

∑

kk
′

′∑

µν

Tr
{
Xµν,R

kk
′ (t, t′) +Xµν,A

kk
′ (t, t′) +Xµν,K

kk
′ (t, t′)

}
, (6.41)

where

Xµν,R

kk
′ (t, t′) = δMµ,q

kk
′(t)ḠRk′(t, t

′)δMν,c

k
′
k
(t′)ḠKk (t′, t) + δMµ,q

kk
′(t)ḠKk′ (t, t

′)δMν,c

k
′
k
(t′)ḠAk (t′, t), (6.42)

Xµν,A

kk
′ (t, t′) = δMµ,c

kk
′(t)ḠKk′ (t, t

′)δMν,q

k
′
k
(t′)ḠRk (t′, t) + δMµ,c

kk
′(t)ḠAk′(t, t

′)δMν,q

k
′
k
(t′)ḠKk (t′, t), (6.43)

Xµν,K

kk
′ (t, t′) = δMµ,q

kk
′(t)ḠAk′(t, t

′)δMν,q

k
′
k
(t′)ḠRk (t′, t) + δMµ,q

kk
′(t)ḠRk′(t, t

′)δMν,q

k
′
k
(t′)ḠAk (t′, t) (6.44)

+ δMµ,q

kk
′(t)ḠKk′ (t, t

′)δMν,q

k
′
k
(t′)ḠKk (t′, t),

with index µ, ν ∈ {x, y, z} referring to the directional component of the magnetization field. Reorga-
nizing terms, we can write the Gaussian action in the form

S[δmc, δmq]= −N
∫
dt

∫
dt′
∑

q

′∑

µν

(
δmµ,c

q (t) δmµ,q
q (t)

)( 1

I(t)
δµνδ(t− t′)τ̂1 ⊗ 1− Π̂µν

q (t, t′)

)(
δmν,c
−q(t′)

δmν,q
−q(t′)

)
,

(6.45)

where δmµ,i
q (t) = (δmµ,i

q (t), δmµ,i
q+Q(t))17, and

Π̂µν
q (t, t′) =

(
0 Πµν,A

q (t, t′)
Πµν,R
q (t, t′) Πµν,K

q (t, t′)

)
, Πq =

(
Π0,q ΠQ,q

ΠQ,q Π0,q+Q

)
, (6.46)

with

Πµν,ij
0/Q,q(t, t′) =

i

2N

∑

k

′
Tr
[
(γ̂i⊗τ0⊗σµ) ˆ̄Gk(t, t′)(γ̂j⊗τ0/1⊗σν) ˆ̄Gk+q(t′, t)

]
, (6.47)

where the Keldysh indices i, j ∈ {c, q} are encoded in the matrices γ̂c/q = τ̂0/1. Notice that the action
governing the fluctuation fields has the bosonic Keldysh structure. Choosing the z-component in spin

16The first-order term in the expansion vanishes from the saddle-point requirement.
17Notice that the additional superscript µ reminds us that bold-symbol in δm

µ,i
q (t) refers to the vector

(δm
µ,i
q (t), δm

µ,i
q+Q(t)), and not a vector of the directional components of the magnetization field.
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space to align with the mean field, the z-component decouples from the xy-components. To decouple
the xy-components, i.e. to find the propagators of the fluctuation fields, we transform the transverse
components as δm± ≡ δmx ± iδmy [131], whereby the remaining non-zero terms in the action can be
written in the form

S[δmc, δmq]= −N
∫
dt

∫
dt′
∑

q

′
[(
δmz,c

q (t) δmz,q
q (t)

)( 1

I(t)
δ(t− t′)τ̂1 ⊗ 1− Π̂zz

q (t, t′)

)(
δmz,c
−q(t′)

δmz,q
−q(t′)

)

+
(
δm+,c

q (t) δm+,q
q (t)

)( 1

2I(t)
δ(t− t′)τ̂1 ⊗ 1− Π̂−+

q (t, t′)

)(
δm−,c−q (t′)
δm−,q−q (t′)

)
(6.48)

+
(
δm−,cq (t) δm−,qq (t)

)( 1

2I(t)
δ(t− t′)τ̂1 ⊗ 1− Π̂+−

q (t, t′)

)(
δm+,c
−q (t′)

δm+,q
−q (t′)

)]
,

where now µ, ν ∈ {+,−, z} in Eq. (6.47) with σ± = (σx ± iσy)/2. For a periodic drive, we transform
the action to the Floquet representation cf. Ch. 5

S[δmc, δmq]= −N
∫ Ω/2

−Ω/2

dω

2π

∑

mn

∑

q

′
[(
δmz,c
−qm δmz,q

−qm
)(δmnτ̂1 ⊗ 1

I
− Π̂zz

qmn(ω)

)(
δmz,c

qn

δmz,q
qn

)

+ 2
(
δm+,c

qm

∗
δm+,q

qm

∗)
(
δmnτ̂1 ⊗ 1

2I
− Π̂+−

qmn(ω)

)(
δm+,c

qn

δm+,q
qn

)]
,

(6.49)

where q = (ω,−q), δmm(−ω) = δm(−ω−mΩ), δmn(ω) = δm(ω+nΩ), δm−,c/q−qm = δm+,c/q
qm

∗
, and we

have used that TrX−+R

kk
′ (t, t′) = TrX+−A

k
′
k

(t′, t) and TrX−+K

kk
′ (t, t′) = TrX+−K

k
′
k

(t′, t). To transform Eq.
(6.47), we use that C(t, t′) = A(t, t′)B(t′, t) transforms to Cmn(ω) =

∑
m
′
∫∞
−∞

dω
′

2π Amm′(ω
′)Bm′n(ω′−

(ω + nΩ)). Since the action is quadratic in the fluctuation fields, we can write down their correlation
functions, and we are in particular interested in the transverse components which read

χ⊥Rq,mn(ω) ≡
[

1

2I
1−Π+−R

q (ω)

]−1

mn

, (6.50)

χ⊥Kq,mn(ω) ≡
([

1

2I
1−Π+−R

q (ω)

]−1

Π+−K
q (ω)

[
1

2I
1−Π+−A

q (ω)

]−1
)

mn

. (6.51)

Before analyzing these correlations functions in the periodically driven case, let us consider the time-
independent limit where we can derive analytical results to get some preliminary insights.

6.5.1 Time-independent limit

In the time-independent case, it is convenient to transform the action to frequency space whereby the
retarded contribution reads

SR = −N
∫ ∞

−∞

dω

2π

∑

q

′
[
δmz,q
−q

1

I

(
1− IΠzz,R

q (ω)
)
δmz,c

q + δm+,q
−q

1

2I

(
1− 2IΠ−+,R

q (ω)
)
δm−,cq

+δm−,q−q
1

2I

(
1− 2IΠ+−,R

q (ω)
)
δm+,c

q

]
, (6.52)

where

Πµν,R
q (ω) =

(
Πµν,R

0,q (ω) Πµν,R
Q,q (ω)

Πµν,R
Q,q (ω) Πµν,R

0,q+Q(ω)

)
, (6.53)
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and

Πµν,R
0,q (ω) =

i

2

∫
dω′

2π

1

N

∑

k

′
Tr
[
(σ0 ⊗ σµ)ḠRk (ω′)(σ0 ⊗ σν)ḠKk+q(ω′ − ω) (6.54)

+(σ0 ⊗ σµ)ḠKk (ω′)(σ0 ⊗ σν)ḠAk+q(ω′ − ω)
]
,

Πµν,R
Q,q (ω) =

i

2

∫
dω′

2π

1

N

∑

k

′
Tr
[
(σ0 ⊗ σµ)ḠRk (ω′)(σ1 ⊗ σν)ḠKk+q(ω′ − ω) (6.55)

+(σ0 ⊗ σµ)ḠKk (ω′)(σ1 ⊗ σν)ḠAk+q(ω′ − ω)
]
.

Upon performing the frequency integral we find Πzz,R
Q,q (ω) = 0, and

Πzz,R
0,q (ω) =

1

2πiN

∑

k

′
[
εkεk+q +m2

0

EkEk+q

(M++
kq (ω) +M−−kq (ω)−M+−

kq (ω)−M−+
kq (ω)) (6.56)

+M++
kq (ω) +M−−kq (ω) +M+−

kq (ω) +M−+
kq (ω)

]
,

Π+−,R
0,q (ω) =

1

4πiN

∑

k

′
[
εkεk+q −m2

0

EkEk+q

(M++
kq (ω) +M−−kq (ω)−M+−

kq (ω)−M−+
kq (ω)) (6.57)

+M++
kq (ω) +M−−kq (ω) +M+−

kq (ω) +M−+
kq (ω)

]
,

Π+−,R
Q,q (ω) =

m0

4πiN

∑

k

′
[
M++
kq (ω)−M−−kq (ω)−M+−

kq (ω) +M−+
kq (ω)

Ek+q

(6.58)

−M
++
kq (ω)−M−−kq (ω) +M+−

kq (ω)−M−+
kq (ω)

Ek

]
,

where upon coupling to a single reservoir at zero chemical potential

Mm
′
n
′

kq (ω) =
ψ−(iΓ + n′Ek+q)− ψ−(ω + iΓ +m′Ek) + ψ−(iΓ−m′Ek)− ψ−(ω + iΓ− n′Ek+q)

ω +m′Ek − n′Ek+q

− ψ−(iΓ− n′Ek+q)− ψ−(ω + iΓ +m′Ek) + ψ−(iΓ +m′Ek)− ψ−(ω + iΓ− n′Ek+q)

ω +m′Ek − n′Ek+q + 2iΓ
,

(6.59)

with ψ−(z) = ψ( 1
2 −

iβ
2π z) and ψ being the digamma function. In the limit ω → 0, q → Q we find

Π+−,R
Q,Q (0) = 0, and

Π+−,R
0,Q (0) =

1

πN

∑

k

1

Ek
Imψ

(
1

2
+
iβ

2π
(Ek − iΓ)

)
=

1

2I
, (6.60)

where the last equality follows from the saddle-point equation (6.26). This appearance of the saddle-
point equation in the fluctuation analysis has some importance consequences which we will discuss
below (and is indeed a non-trivial check of the theory). In the limit T,Γ→ 0, Mm

′
n
′

kq (ω) reduces to

Mm
′
n
′

kq (ω) =
iπ(sgn(m′)− sgn(n′))

ω +m′Ek − n′Ek+q

, sgn(±) = ±1, (6.61)
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Figure 6.7: (a) Πzz,R
0,q (0) as a function of momentum for m0 = 0, T = 0.05, Γ = 0.001 (in good

agreement with Ref. [179] Fig. 6.3, where, however the particular dissipation is unspecified). (b)
[1 − IΠzz,R

0,q (0)]−1 along the diagonal qx = qy for I = 5, T = 0.001, Γ = 0.01 for varying m0 with
m0 = 4.63 (red dashed) given by the saddle-point solution.

whereby Eqs. (6.56)-(6.58) become

Πzz,R
0,q (ω) = − 1

N

∑

k

′
[(

1− εkεk+q +m2
0

EkEk+q

)(
1

ω − Ek − Ek+q

+
1

−ω − Ek − Ek+q

)]
, (6.62)

Π+−,R
0,q (ω) = − 1

2N

∑

k

′
[(

1− εkεk+q −m2
0

EkEk+q

)(
1

ω − Ek − Ek+q

+
1

−ω − Ek − Ek+q

)]
, (6.63)

Π+−,R
Q,q (ω) = −m0

2N

∑

k

′
[(

1

Ek
+

1

Ek+q

)(
1

ω − Ek − Ek+q

− 1

−ω − Ek − Ek+q

)]
. (6.64)

Figure 6.7a shows Πzz,R
0,q (0) from Eq. (6.56) at half filling in the limit of vanishing m0, i.e. it shows

the magnetic response around the disordered state. We see that antiferromagnetic fluctuations dom-
inate and hence the disordered system has a largest response towards building up antiferromagnetic
order. Thus, considering fluctuations around the antiferromagnetic saddle point, the red dashed curve
in Fig. 6.7b shows [1− IΠzz,R

0,q (0)]−1 for a finite interaction and the corresponding magnetization field
determined from the saddle-point equation (6.26). If we now, by hand, decrease the magnetization
field for a constant interaction, i.e. if the system for some reason reduced its magnetization field, we
see that fluctuations along the z-direction increases, i.e. the system has a larger response towards
increasing the magnetization field again. The settled field strength is determined by the saddle-point
equation, which in turn is bounded by the interaction strength. However, since the magnetic symme-
try breaking could occur in all directions, one would expect the existence of transverse fluctuations
with infinitesimal contribution to the action. Referring to the action in Eq. (6.52), this is indeed what
Eq. (6.60) tells us, and it is again the saddle-point equation that ensures this. The vanishing of the
transverse contribution to the action gives a pole in the propagator (the pole structure is visualized in
Sec. (6.5.2)), corresponding to a collective magnetic mode, or a magnon. Notice that by coupling the
spin-density field to a source field and integrating out the fermions one finds a generating functional
for spin-spin correlation functions. For the retarded transverse susceptibility matrix we have [121]

Π+−,R
RPA,q(ω) = Π+−,R

q (ω)[1− 2IΠ+−,R
q (ω)]−1. (6.65)

The pole-structure of [1− 2IΠ+−,R
q (ω)]−1 in (6.65) picks out ω = ωq in the first factor, which is then

just a constant (2I)−1. To consider the spectrum for transverse excitations we expand the determinant
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of the matrix inverted in Eq. (6.65) around ω = 0 and q = Q in the zero-temperature limit

Dq(ω) = (1− 2IΠ+−R
0,q (ω))(1− 2IΠ+−R

0,Q+q(ω))− 4I2(Π+−R
Q,q (ω))2

≈ −4I2
[
iωγ + (m0ωx1)2 + ω2(x2x3 + x2

4)− δq2x2x5

]
,

(6.66)

where δq = |q −Q|, and

x0 =
1

πN

∑

k

′ 1

E3
k

tan−1

(
Ek
Γ

)
, x1 = x0 +

Γ

πN

∑

k

′ 1

E2
k

E2
k − Γ2

(E2
k + Γ2)2 , x2 =

1

πN

∑

k

′ ε2k

E3
k

tan−1

(
Ek
Γ

)
,

x3 = x1+
Γ

πN

∑

k

′
(

Γ

Ek

3E2
k − Γ2

(E2
k + Γ2)3 +

E2
k − 3Γ2

(E2
k + Γ2)3

)
, x4 =

2

πN

∑

k

′
(

Γ

E2
k + Γ2

)2

, (6.67)

x5 = −
(
∂2Π+−,R

0,Q+δq(0)

∂δq2

)
|δq=0, γ = 2x2x4.

In the limit I � t̃,Γ we find upon expanding in x = t̃/m0, y = Γ/m0

x0 ≈
6π − 36πx2 + 405πx4 − 12y + 96x2y − 1296x4y + 4y3 − 48x2y3

24πm3
0

, (6.68)

x1 ≈
6π − 36πx2 + 405πx4 − 32y3 + 384x2y3 + 60y5

24πm3
0

, (6.69)

x2 ≈ −
x2(−6π + 81πx2 + 12y − 216x2y − 4y3)

6πm0

, (6.70)

x3 ≈ (6π − 36πx2 + 405πx4 + 12y − 96x2y + 1296x4y + 36y2 − 360x2y2 + 5670x4y2 (6.71)

− 104y3 + 1248x2y3 − 120y4 + 1680x2y4 + 240y5 + 252y6)/(24πm3
0),

x4 ≈
y2(1− 8x2 + 108x4 − 2y2 + 24x2y2 + 3y4)

πm2
0

, (6.72)

x5 ≈ −
x2(−6π + 27πx2 + 24y − 144x2y − 16y3)

12πm0

, (6.73)

γ ≈ −x
2y2(−2π + 43πx2 + 4y + 4πy2)

π2m3
0

. (6.74)

Upon solving Dq(ω) = 0, the dispersion exhibits the well-known linear dispersion at lowest energies
for antiferromagnetic magnons, ω = vδq, with velocity v = (2

√
2t̃2/m0)(1 − 5t̃2/m2

0 − 3Γ/(πm0) −
Γ2/(2m2

0)) +O
(
t̃2+nΓ3−n/m5

0

)
for n = 0, 1, 2, 3, in agreement with Ref. [174] for Γ = 0. We see that

the coupling to the resevoir reduces the magnon velocity.

6.5.2 Periodic drive
Let us now return to the periodically driven system, focusing in particular on the high drive frequency
regime. Consider the time-averaged18 transverse fluctuation spectral component Imχ⊥,R0,q,00(ω) which
is shown in Fig. 6.8a. The low-lying excitations show a sharp peak, corresponding to magnons, with
a small but non-zero broadening from the coupling to the reservoir. At energies below the charge
gap and for not too large Γ, Imχ⊥R0,q,00(ω) ≈ Zqδ(|ω| − ωq). The peak amplitude grows as q → Q,
and upon integrating over the peaks in Fig. 6.8a we obtain the inverse spectral weight Z−1

q , which is
shown in the inset in Fig. 6.8a (blue points). The inverse spectral weight shows a linear δq dependence
which is in excellent agreement with the expanded equilibrium result (solid line), which we obtain as
Z−1
q ≈ αδq, α = 1/(8

√
2πm2

0)[2 + t2/m2
0 +O(t4/m4

0)].
18Referring to the 00-Floquet component, see Sec 5.2.
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Figure 6.8: Transverse magnons. (a) Spectrum showing the magnon pole for E = 15 as a function
of frequency and momentum qx = qy = q for Γ = 0.2. Inset: Inverse spectral weight of the peaks in
(a). (b) Location of the spin wave pole (points) as a function of frequency and δq together with the
equilibrium linear dispersion ω = vδq) (solid lines) with t̃ → t̃J0(E/Ω) and Γ = 0.2. (c) Location of
magnon pole (black, left axis) and inverse spectral weight (blue, right axis) for E = 3.0 and Γ = 0.02
(parameters relevant for Fig. 6.9). The remaining parameters are I = 5, Ω = 30, T = 0.01, and
nmax = 3. (a) and (b) from publication III.

From the peak positions we identify ωq, which gives the dispersion presented in Fig. 6.8b (blue
points). The dispersion is seen to be similar to the equilibrium result (black points), with a linear
momentum dependence at lowest energies, ω = vδq. However, we see that the periodic drive slows
down the linear magnon dispersion, similar to reduction of the effective velocity of electrons in an
oscillating field studied by Dunlap et. al [144]. The approximated dissipative equilibrium result
for the magnon velocity obtained in the previous section is shown with a black line together with
the same result where, however, the hopping amplitude t̃ is replaced by the Magnus-renormalized
value t̃J0(E/Ω) [188, 144] (blue line). We see that the slowing down of the magnon in this high-
frequency limit can be assigned to the renormalization of the hopping parameter. Such high-frequency
renormalization by the Bessel function has been verified experimentally in cold-atoms experiments
[192]. One may view this Bessel-function reduction of magnon velocity as a particularly simple example
of "Floquet engineering".

The Keldysh component of the transverse propagator contains information about the non-equilibrium
distribution of excitations. For low-lying magnons with ωq � Ω, this information resides in the zeroth
Floquet component, from which we define a time-averaged distribution function, F , by the ansatz

χ⊥K0,q,00(ω) = 2i Im
[
χ⊥R0,q,00(ω)

]
F (q, ω) ≈ 2iZqδ(|ω| − ωq)Fq. (6.75)

The pole approximation to ImχR allows for a quasiclassical description in terms of an on-shell distri-
bution function, Fq = F (q, ωq), referring only to the mode energy ωq. In equilibrium, the fluctuation-
dissipation theorem (FDT) ensures that Fq = coth(ωq/2T ), which tends to unity at ωq � T and
diverges as ω−1

q for ωq → 0.
Figure 6.9a shows the inverse distribution function, F−1

q , as a function of the mode energy, ωq, at
different drive amplitudes for a low reservoir temperature, T = 0.01. We plot the reciprocal to fit all
data on the same panel. Because the reservoir temperature is substantially lower than the lowest ωq
included in our numerics, the equilibrium Fq is indistinguishable from unity on this plot19. We see that
increasing the drive amplitude increases Fq (decreases F−1

q ) at all ωq, with a larger increase for lower
ωq. Increasing either the drive frequency, Ω, or the reservoir coupling, Γ, for fixed drive amplitude
reduces Fq (open symbols, left panel Fig. 6.9). For higher ωq, Fq initially increases rapidly as the drive

19We note that the non-trivial part of Fq in the high-temperature case shown with dashed line is fully resolved with
our numerics.
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Figure 6.9: (a) F−1
q and (b) Fq as function of ωq for increasing drive amplitude (colored points, as

marked in the figure) with Γ = 0.02 and Ω = 30 together with the equilibrium curves for T = 0.01
(solid curve) and T = 0.66 (dashed curve). In (a) is also shown the result for Ω = 45, E = 5.0,
Γ = 0.02 (brown rings) and Γ = 0.2, E = 3.0, Ω = 30 (blue rings). (c) Teff corresponding to the curves
in (b) together with the equilibrium T = 0.66 line (dashed). The remaining parameters are I = 5,
T = 0.01, qx,y = q, and nmax = 3. From Publication III.

amplitude increases, but then saturates as the amplitude becomes large. This behavior is more clearly
revealed in Fig. 6.9b. For small ωq, the situation is different. For the two weakest drive amplitudes,
Fq appears to approach a finite, non-zero value as ωq approaches zero; for the intermediate drive
amplitude F−1

q vanishes linearly as ωq → 0 while for the two highest drive frequencies, F−1
q vanishes

faster than linearly as ωq → 0.
Apart from the intermediate drive amplitude (E = 3), these distribution functions depart markedly

from the equilibrium distribution. To illustrate this more clearly, Fig. 6.9c shows the effective temper-
ature Teff as defined by Fq = coth(ωq/2Teff(q)). We see that the results fall into two groups. For the
two smallest drive amplitudes, Teff is larger at high ωq (very substantial excitation of high q magnons
above the equilibrium value), but decreases to a value consistent with the reservoir temperature as
ωq → 0. For the intermediate drive amplitude, Teff ≈ 0.66 is essentially momentum-independent,
much larger than the reservoir temperatures (i.e. Fq fits well to the equilibrium form). For the two
larger drive amplitudes, Teff increases rapidly for small ωq, indicating a super-thermal occupancy of
the low-lying magnons, in other words Fq diverging faster than 1/ωq.

The site- and period-averaged local mean squared fluctuation of the classical component of the
order parameter is given by

〈|δm+,c|2〉 =
1

N

∑

q

∫
dω

4πi
χ⊥K0,q,00(ω) ∼

∫
d2q

(2π)2ZqFq, (6.76)

where in the latter expression we have used the δ-function pole approximation. In thermal equilibrium
at any non-zero temperature, both Fq and Zq diverge as 1/δq (the same is found for Zq for all
parameters in Fig. 6.9 20), and 〈|δm+,c|2〉 therefore diverges logarithmically with system size in two
dimensions. This is the expression in the one-loop calculation of the well-known result [177, 24, 25]
that thermal fluctuations destabilize long-ranged magnetic order in continuous-symmetry systems of
dimension d ≤ 2. Our results indicate that the generalization of the Hohenberg-Mermim-Wagner

20For the curves in Fig. 6.9 (see explicitly Fig. 6.8c), due to the small Γ, Z−1
q is determined from the Kramers-Kronig

relations as the slope of the linear interpolation of π/Reχ
⊥R
0,q,00(ω) near ωq , consistent with the δ-function approximation

for the peaks in Imχ
⊥R
0,q,00(ω)
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result to non-equilibrium is richer than expected from previous work. Unlike the dc current-driven
ferromagnetic case, [25, 193] a weak non-equilibrium drive would not destabilize the ordered state in
two dimensions, but larger drive amplitudes lead to a superthermal occupancy that may destabilize the
order even in d > 2. The result highlights the delicate, yet arguably intuitive, balance in engineering
material properties by means of a periodic drive: the periodic drive may destabilize the phase of (or
’melt’) the material on the route towards Floquet engineering its properties.

6.6 Short summary

In this chapter, we studied the Hubbard model in a two-dimensional square lattice driven by a uniform
time-periodic electric field. In particular, guided by our knowledge in equilibrium, we focused on
the antiferromagnetic saddle point, and studied fluctuations around the antiferromagnetic phase.
In general, we found that the antiferromagnetic mean field showed rich dynamics, which, however,
approached a static behavior in the high-frequency limit. In this regime, we studied fluctuations
around the antiferromagnetic saddle point, and saw a simple example of "Floquet-engineering", i.e.
how the magnon dispersion could be tuned with the electric field. More importantly, we found a
highly non-thermal distribution of collective mode excitations, which highlights the importance of
how a radiation field may change the distribution of excitations, and not only the Hamiltonian (which
the above "Floquet-engineering" is an example of). The distribution of collective mode excitations
can develop a (sub-)linear behavior as momentum tends towards the ordering wave vector, which
may destabilize the order. This apparent dynamical phase transition as a function of drive amplitude
requires further study. However, this also opens up for many other interesting questions to explore
further, such as if anisotropic effects may stabilize order as in equilibrium [182], how different drive
schemes affect the system, and if destabilization of antiferromagnetism signals stabilization of other
types of ordering (see also the outlook in Sec. 6.7).

The assumption of a uniform electric field is a starting point which eases the theoretical analysis.
How a spatially varying electric field would affect the system is an interesting and experimentally
relevant question. A typical nearest-neighbor coupling t̃ ∼ 1 eV [194] corresponds to a light-wave
frequency in the order of 1014 Hz or a wavelength in the order of 1 µm. Indeed, in the experiment
in Ref. [23] the strongly correlated material La0.5Sr1.5MnO4 were perturbed with laser pulses with
frequency in this order of magnitude, and electric field amplitudes reach up to the order of 108 −
109 V/m [23] [195]21. Having a vanishing spatial gradient of the electric field produced by a light-field
would require that the length scale of the sample should be in the order of 10− 102 nm corresponding
to ∼ 104 − 106 lattice sites. In cold-atom experiments, collective emergent phenomena are observed
in two-dimensional square lattices with as little as 80 sites [183]. Recently, there has also been quite
an experimental progress in fabricating large arrays of quantum dots in InAs which makes up an
artificial Fermi-Hubbard lattice with lattice spacing in the order of 50 nm. Here, system parameters
such as the nearest-neighbor coupling can be more easily tuned with the fabrication to match relevant
energy scales of, e.g., the homogeneous fields produced in parallel plate capacitors, and it could be an
interesting platform to study the effect of a periodic drive.

6.7 Outlook: Phases induced by a periodic drive

Guided by our knowledge in equilibrium, we have focused on the antiferromagnetic saddle-point con-
figuration and studied some of its properties when driven out of equilibrium by a periodic drive.
However, as formulated by Aoki et. al. an interesting step would be to “stabilize otherwise unstable

21It is interesting to note that assuming a lattice spacing of a ∼ 1 Å [196], the breakdown of antiferromagnetism
reported in Ref. [23] occurs at eEa/(~ω) ∼ 0.1 (estimated), i.e. the same ratio as where the inverse distribution in Fig.
6.8a becomes linear. This is merely a remark on magnitudes of the fields, and any connection of mechanisms would
require much further analysis.
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many-body states by a continuous driving and thus design material properties by external modu-
lations” [125]. A static non-equilibrium drive was found to induce exotic magnetic (in the sense
not ferro- or antiferromagnetic) phases in a 1D Hubbard chain driven out of equilibrium by coupling
the endpoints to metallic reservoirs at different electrochemical potentials [186]. Furthermore, an in-
tense electric field pulse was found to drive a transient change from antiferromagnetic to anisotropic
ferromagnetic correlations [197].

In general, it is no easy task to identify novel stable phases of strongly correlated materials brought
out of equilibrium. However, one approach is to study the dominating fluctuations around the dis-
ordered state, similar to the discussion in Sec. 6.5.1 for the two-dimensional square lattice in the
non-driven limit.

6.7.1 Bare fluctuations in the periodically driven level

To sketch the idea, we will consider the simple (yet non-trivial) model of a periodically driven level
discussed in Sec. 5.2, which when including Coulomb-interactions, is the famous Anderson model.
Indeed, the Anderson model is of major importance in condensed-matter physics for describing mag-
netic impurities in metals and the Kondo effect. Also on a methodological level, the Anderson model
constitutes a key element in dynamical mean field theory (DMFT).

In equilibrium, it is well-known that saddle-point theory for the Anderson impurity can give a
magnetic solution. This is physically meaningful for the situation with many magnetic impurities in
a metal, but not for a single impurity [31]. Nevertheless, since we can actually obtain some analytical
results (which are scarce in the non-equilibrium world), let us continue with a discussion of fluctuations
in the driven Anderson model as a precursor for future work beyond the single level (where mean-
field theory become more applicable). In particular, we are interested in the fluctuations around the
disordered state, i.e. how the system would like to respond to a small perturbation. In analogy with
our discussion in Sec. 6.5.1, we consider the retarded bare bubble

ΞR(t, t′) =
i

2

(
GR(t, t′)GK(t′, t) +GK(t, t′)GA(t′, t)

)
, (6.77)

where the bare Green functions are given as in Sec. 5.2, and we have traced out the spin-degree of
freedom. Transforming to Floquet Green functions, we get

ΞRmn(ω) =
i

2

∑

m
′

∫ ∞

−∞

dω′

2π

(
GRmm′(ω

′)GKm′n(ω′ − (ω + nΩ)) +GKmm′(ω
′)GAm′n(ω′ − (ω + nΩ))

)
,

(6.78)
where the retarded and advanced Green functions are given by Eq. (5.22), and the Keldysh Green
function is given similar to Eq. (5.33) but with Keldysh self-energy from Eq. (5.32). Hence, inserting
the retarded, advanced, and Keldysh Green functions we obtain

ΞRmn(ω) = Γ
∑

abc

Jm+a

(
E

Ω

)
Ja+b

(
E

Ω

)
Jb+c

(
E

Ω

)
Jc+n

(
E

Ω

)
gabc(ω + nΩ), (6.79)

where

gabc(ω) =

∫
dω′

2π




tanh
(
β
2 (ω′ − ω + bΩ− µ)

)

(ω′ − ω − (ε0 + aΩ) + iΓ)(ω′ − ω − (ε0 + cΩ)− iΓ)(ω′ − (ε0 + aΩ) + iΓ)

+
tanh

(
β
2 (ω′ + bΩ− µ)

)

(ω′ − (ε0 + aΩ) + iΓ)(ω′ − (ε0 + cΩ)− iΓ)(ω′ − ω − (ε0 + cΩ)− iΓ)


 . (6.80)
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Upon changing the integration variable, we get

gabc(ω) =

∫
dω′

2π
tanh

(
β

2
(ω′ − µ)

)
1

(ω′ − (ε0 + (a+ b)Ω) + iΓ)(ω′ − (ε0 + (b+ c)Ω)− iΓ)

×
(

1

ω′ + ω − (ε0 + (a+ b)Ω) + iΓ
+

1

ω′ − ω − (ε0 + (b+ c)Ω)− iΓ

)
. (6.81)

Writing tanh(x) = i(ψ−(x) − ψ+(x))/π, ψ±(x) = ψ(1/2 ± ix/π) where ψ is the digamma function,
and using that ψ± has poles in the upper/lower complex half-plane, we can evaluate the integral using
the residue theorem. With vanishing contribution from the semi-circle arcs, we obtain

ΞRmn(ω) = −Γ

π

∑

abc

Jm+a

(
E

Ω

)
Ja+b

(
E

Ω

)
Jb+c

(
E

Ω

)
Jc+n

(
E

Ω

)
1

(ω + nΩ)(ω + (n+ c− a)Ω + 2iΓ)

×
{
ψ+

(
β

2
(−iΓ + ε0 − µ− ω + (a+ b− n)Ω)

)
+ ψ−

(
β

2
(iΓ + ε0 − µ+ ω + (b+ c+ n)Ω)

)

−ψ−
(
β

2
(iΓ + ε0 − µ+ (b+ c)Ω)

)
− ψ+

(
β

2
(−iΓ + ε0 − µ+ (a+ b)Ω)

)}
.

(6.82)

In general, to study the dominating fluctuations we should consider the determinant of the inverse
fluctuation propagator, similar to Sec. 6.5.1. However, as a first approximation for small interactions
and drive amplitude, we approximate the critical interaction as

I−1
c ' 2ΞR00(0). (6.83)

From Eq. (6.82), we obtain

ΞR00(0) =
iβΓ

2π2

∑

abc

Ja

(
E

Ω

)
Ja+b

(
E

Ω

)
Jb+c

(
E

Ω

)
Jc

(
E

Ω

)

×
ψ+

1

(
β
2 (−iΓ + ε0 − µ+ (a+ b)Ω)

)
+ ψ−1

(
β
2 (iΓ + ε0 − µ+ (b+ c)Ω)

)

(c− a)Ω + 2iΓ
,

(6.84)

where we have used that ψ′(z) = ψ1(z), with ψ1 being the trigamma function, and have defined
ψ±1 (x) = ψ1(1/2 ± ix/π). Using that ψ1(z) → 1/z for z → ∞ in |arg z| < π [184], we find in the
zero-temperature limit

ΞR00(0)→ Γ

π

∑

abc

Ja
(
E
Ω

)
Ja+b

(
E
Ω

)
Jb+c

(
E
Ω

)
Jc
(
E
Ω

)

(ε0 − µ+ (a+ b)Ω− iΓ)(ε0 − µ+ (b+ c)Ω + iΓ)
. (6.85)

The critical interaction from Eq. (6.83) with the zero-temperature limit of ΞR00(0) from Eq. (6.85)
is shown in Fig. 6.10 as a function of drive amplitude (black solid line). For comparison, we also show
the corresponding time-averaged mean-field solution as a density-plot. Furthermore, upon expanding
ΞR00(0) from Eq. (6.85) to fourth order in E/Ω, we get

ΞR00(0) ≈ Γ

π((ε0 − µ)2 + Γ2)
+

Γ

4π

(
− 2

(ε0 − µ)2 + Γ2 +
∑

p=±

1

(ε0 − µ+ pΩ)2 + Γ2

)(
E

Ω

)2

+
Γ

64π

(
6

(ε0 − µ)2 + Γ2 −
∑

p=±

4

(ε0 − µ+ pΩ)2 + Γ2 +
∑

p=±

1

(ε0 − µ+ 2pΩ)2 + Γ2

)(
E

Ω

)4

.

(6.86)
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6.7 Outlook: Phases induced by a periodic drive
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Figure 6.10: The critical interaction from Eq. (6.83) with the zero-temperature limit of ΞR00(0) from
Eq. (6.85) (Eq. (6.86)) as a function of drive amplitude is shown with black solid (dashed) line. For
comparison, the corresponding time-averaged saddle-point solution is shown on top in a density-plot.
Parameters: Ω = 1.0, Γ = 0.2, ε0 = µ = 0.

The corresponding approximate critical interaction is shown in Fig. 6.10 (dashed curve), and is seen
to agree well with the solid curve for sufficiently small drive amplitude. In particular, the first term
in Eq. (6.86) gives the equilibrium critical interaction, which is marked in Fig. 6.10 with a gray line.
Importantly, as the results illustrate, an analysis of the bare fluctuations give valuable insight into
the onset of non-zero saddle-point configurations also out of equilibrium, for small interactions and
drive amplitudes. This becomes particularly interesting when moving beyond the single level where
the order parameter may acquire novel spatial ’patterns’ similar to Ref. [186]. Our preliminary work
in this direction contain an analysis similar to Ref. [198] as an initial step, and we confirm that we
reproduce their Fig. 7(a) with our setup. Relating this analysis to saddle-point configurations and
fluctuations is an interesting problem for our future research.
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7 | Conclusion and outlook

In this thesis, we have studied a selection of steady-state phenomena in interacting nanostructured
and low-dimensional condensed-matter systems out of equilibrium. In particular, we considered two
main lines of research; 1) transport effects in two different nanostructures (Coulomb-coupled quantum
dots and a Cooper pair splitter), and 2) periodically driven low-dimensional systems, focusing in
particular on the periodically driven single level and itinerant antiferromagnetism in the periodically
driven two-dimensional Hubbard model.

The first part of the thesis was motivated by the enhanced control of transport processes in
nanostructures, which has inspired the engineering of nanostructure devices with tailored properties.
In particular, the discrete energy levels in quantum dots provide energy-selective filters which have
been explored for thermoelectric applications in various setups. In our first encounter of transport
effects in Sec. 3.1, which described the works in publication I, we studied thermoelectric effects in
a nanostructure with Coulomb-coupled quantum dots. In particular, we considered a three-terminal
configuration [14] where the inter-dot Coulomb coupling mediates an energy exchange between two
otherwise decoupled systems, whereby the heat and charge transport becomes decoupled. We set up
a master-equation with rates calculated from the T matrix (introduced in Ch. 2), which enabled us to
discuss the contribution from higher-order cotunneling processes, and is applicable to the general case
of energy-dependent lead couplings, applied biases, and temperature gradients in the system. Similarly
to how energy-dependent lead couplings can be tuned to optimize heat to current conversion in the
system [14], we demonstrated the strongly enhanced performance of the interdot-mediated cooling
effect by tuning the energy-dependence of the lead couplings, and in particular, we discussed the
limitations set by cotunneling processes in such performance optimization, which reduce the cooling
effect since cotunneling processes do not share the delicate energy selectivity inherent to sequential
tunneling processes.

In Sec. 3.2, which described the works in publication II and IV, we discussed transport character-
istics of a Cooper pair splitter [12, 13]. The device has received significant attention in the literature
as a source of split spin-entangled electron pairs relevant for electron entanglement experiments. We
considered the case of unidirectional transport where Cooper pairs originating from a superconductor
(in the large gap limit) are split into spatially separated quantum dots and further on collected into
separate normal-metal drains. In this case we set up a Gurvitz-Prager-like master equation [43, 32]
(formulated in terms of the reduced density matrix in Sec. 2.3), from which we obtained results for
transport statistics such as the current (which reduced to well-known results in certain limits [13, 43]),
finite-frequency noise, and the distribution of electron waiting times between tunneling events. The
latter provides a fairly direct view into the governing transport processes and the non-local nature
of Cooper pair splitting. This is revealed by a large peak at short times in the WTD for tunneling
into different leads, in contrast to the suppressed WTD for tunneling into the same lead. When the
couplings to the collector leads are larger than the amplitudes for Cooper pair splitting, a short wait-
ing time between electrons tunneling into different leads is associated with a fast emission of a split
Cooper pair, while long waiting times are governed by the slow coherent injection of Cooper pairs
from a superconductor. Although the ideal working regime considered in this study allowed us to
obtain analytical results, in future work it would be useful to relax the assumptions to obtain an even
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more realistic model relevant for comparison with experiments. As an outlook, we also discussed how
one may dynamically control the splitting of Cooper pairs. On a theoretical level, the Gurvitz-Prager
master equation is a highly applied approach to study unidirectional transport in nanostructures, and
for future work on dynamically driven nanostructured devices such as a dynamically driven Cooper
pair splitter, it would be valuable to generalize Gurvitz and Prager’s results to periodically driven
systems.

In Ch. 4 we introduced the methodology of non-equilibrium Green functions, which we used
to study periodically driven systems in the second part of the thesis. We introduced the Floquet
non-equilibrium Green functions and gained some initial insights into periodically driven systems by
considering the periodically driven single level and square-lattice in Ch. 5. In particular, for the
former, we showed an explicit example of how a non-equilibrium steady state can be reached in the
long-time limit after an external drive has been turned on by comparing analytical results for the
non-equilibrium steady-state limit with a numerical time-dependent simulation1.

In Ch. 6 we studied the two-dimensional square lattice Hubbard model driven by a time-periodic
electric field. Guided by our knowledge in equilibrium, we performed a mean-field analysis around the
antiferromagnetic saddle point as well as a study of the fluctuations in magnetization, and discussed
how the equilibrium properties changed when driving the system out of equilibrium. When the drive
frequency approaches the charge gap, we found that the mean-field order parameter can develop a
rich dynamical behavior in the non-equilibrium steady state, and we saw examples of the evolution
towards the steady-state behavior by comparing to a time-dependent simulation1. We focused in
particular on the high-frequency regime where the mean-field behavior is more equilibrium-like, and
studied the fluctuations around the antiferromagnetic saddle-point. Here, we saw a simple example
of ’Floquet engineering’, i.e. of how the periodic drive can tune the magnon spectrum. By comparing
to results obtained in equilibrium, we could assign this behavior to a renormalization of the hop-
ping parameter. We furthermore went beyond this (’Floquet-engineering’) discussion of the change
of magnon spectrum, and also discussed the distribution of magnons. We found a highly excited,
generically non-thermal distribution even for drive frequencies far above the gap. At a critical drive
amplitude, the low-energy distribution diverged linearly as the frequency tends to zero with a large
effective temperature which may destroy antiferromagnetism in the two-dimensional lattice, similar
to the Hohenberg-Mermin-Wagner result in equilibrium. This apparent dynamical phase transition
as a function of drive amplitude requires further study, however, it shows the importance of collective
mode excitations arising from a non-equilibrium drive, and the delicate balance in engineering mate-
rial properties by a periodic drive. We highlighted many possible extensions to the analysis of this
challenging problem, including a discussion of the role of a spatially varying drive field and anistropy
effects. Furthermore, whereas we focused on itinerant antiferromagnetism, it is highly interesting to
study the possibility of other orderings induced by a non-equilibrium drive. For instance, does the
dynamical behavior in the antiferromagnetic mean-field signal a preference towards another ordering?
Indeed, as an outlook, we discussed how fluctuations around the disordered state can provide valuable
information into the onset of non-zero saddle-point configurations, in particular focusing on the peri-
odically driven single level, where we could obtain analytical results. In future work, it is interesting
to generalize this study to lattice systems with different drive schemes. Another interesting route for
future research is to consider a Floquet-Keldysh renormalization group study of the system. We note
that in such an analysis, we have to deal with a term as represented by the rightmost diagram in the
sum of diagrams on p. 65. However, to make any analytical progress we have to make some significant
simplications of the diagram, where justifications of spatial and temporal approximations even in the
un-driven case is not trivial [121].

There is indeed many interesting routes to pursue from here, and we can only speculate about the
fascinating phenomena that Nature may still reveal out of equilibrium.

1In Ch. 5, the time-dependent simulation was performed by R. S. Souto, and in Ch. 6, the time-dependent simulation
was performed by D. M. Kennes.
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A | Appendix

A.1 Derivation of the T-matrix transition rates

In this appendix, we derive the T-matrix transition rates, or the generalized Fermi’s golden rule,
introduced in Sec. 2.1 in the main text. The derivation can also be found, for example, in Refs.
[31, 33], however, is included here for completeness. In particular, the following derivation follows
similar steps as in Ref. [33]. .

To derive the T -matrix transition rates, it is convenient to consider the projection operators in-
troduced in Eq. (2.3) in the main text. The projectors satisfy

P2 = P, Q2 = Q, PQ = QP = 0, [P,L0] = 0, PLTP = 0, (A.1)

where we have defined the sub-Liouvillians,

L = L0 + LT , L0[ • ] = − i
~

[Ĥ0, • ], LT [ • ] = − i
~

[ĤT , • ], (A.2)

corresponding to the system defined in Ch. 2. The first three identities in (A.1) follow from Tr[Â⊗B̂] =
Tr[Â]Tr[B̂] and the normalization condition TrE [ρ̂E ] = 1, the fourth identity follows by letting Ĥ0 act
on a complete set of eigenstates, and the rightmost identity follows upon taking TrE since we consider
tunneling Hamiltonians ĤT which changes the particle number in E. For a time-independent Ĥ0 it is
convenient to transform to an interaction picture

ρ̂i(t) ≡ e−L0tρ̂(t) = Te
∫ t
t0
dt
′LiT (t

′
)
ρ̂i(t0), LiT (t)[ • ] ≡ − i

~
[Ĥi

T (t), • ], (A.3)

where Ĥi
T (t) = e

i
~ Ĥ0tĤT e

− i
~ Ĥ0t.

We assume that the system is in a product state at time t0 with S described by a diagonal reduced
density operator, and the environment in thermal equilibrium by ρ̂eqE , i.e. Qρ̂(t0) = 0. Hence,

P ρ̂i(t) = PTe
∫ t
t0
dt
′LiT (t

′
)e
ηt
′
/~

P ρ̂i(t0), (A.4)

where have used that [L0,P] = 0. Furthermore, we have turned on the tunneling Hamiltonian
adiabatically by ĤT → ĤT e

ηt/~, with η being small and positive. We take η → 0+ in the end of
the derivation. Taking the time-derivative we get

d

dt
P ρ̂i(t) = PLiT (t)eηt/~Te

∫ t
t0
dt
′LiT (t

′
)e
ηt
′
/~

P ρ̂i(t0). (A.5)

Transforming back from the interaction picture this reads

d

dt
P ρ̂(t) = R(t, t0)P ρ̂(t0), (A.6)
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where

R(t, t0)[ • ] ≡ PeL0tLiT (t)eηt/~Te
∫ t
t0
dt
′LiT (t

′
)e
ηt
′
/~

e−L0t0P[ • ]

= − i
~
P
[
ĤT e

ηt/~, eL0tTe
∫ t
t0
dt
′LiT (t

′
)e
ηt
′
/~

e−L0t0P[ • ]

]
,

(A.7)

and we have used that [Ĥ0,Pρ(t)] = 0.
To construct a master equation, we consider the rate of change of the probability pf of being in

the final eigenstate |f〉 of Ĥ0, P ρ̂(t) = |f〉〈f |, given that P ρ̂(t0) = |i〉〈i| (|i〉 also being an eigenstate
of Ĥ0). However, as mentioned in the main text, to derive Fermi’s generalized golden rule [31] one
assumes that the rate of transition from the state |i〉 is at the present time t [33]. As a consequence
one has to apply a regularization procedure [37, 38] for tunneling rates above first order. With this
in mind, we define the (unregularized) transition rates

Γ̃if ≡ 〈f |{R(t, t0)[|i〉〈i|]}|f〉

= − i
~
〈f |
[
ĤT e

ηt/~, eL0tTe
∫ t
t0
dt
′LiT (t

′
)e
ηt
′
/~

e−L0t0 |i〉〈i|
]
|f〉, (A.8)

where we have omitted the now unnecessary projectors (due to the choice of initial and final states).
Using that e−L0t0 |i〉〈i| = |i〉〈i|, we can rewrite this as

Γ̃if = − i
~
〈f |
[
ĤT e

ηt/~, e−
i
~ Ĥ0t

{
Te

∫ t
t0
dt
′LiT (t

′
)e
ηt
′
/~

|i〉〈i|
}
e
i
~ Ĥ0t

]
|f〉

= − i
~
〈f |
[
Ĥi
T e

ηt/~,

{
Te

∫ t
t0
dt
′LiT (t

′
)e
ηt
′
/~

|i〉〈i|
}]
|f〉 (A.9)

= − i
~
〈f |
[
Ĥi
T e

η/~t, T e
− i

~
∫ t
t0
dt
′
Ĥ
i
T (t
′
)e
η/~t′

|i〉〈i|T̄ e
i
~
∫ t
t0
dt
′
Ĥ
i
T (t
′
)e
ηt
′
/~
]
|f〉,

where we have acted with Ĥ0 on the final bra and ket to rearrange terms. We may furthermore write
this as [33]

Γ̃if =
d

dt
〈f |Te−

i
~
∫ t
t0
dt
′
Ĥ
i
T (t
′
)e
ηt
′
/~

|i〉〈i|T̄ e
i
~
∫ t
t0
dt
′
Ĥ
i
T (t
′
)e
ηt
′
/~

|f〉

=
d

dt

∣∣∣∣〈f |Te
− i

~
∫ t
t0
dt
′
Ĥ
i
T (t
′
)e
ηt
′
/~

|i〉
∣∣∣∣
2

(A.10)

=
d

dt

∣∣∣∣〈f |1 +
1

i~

∫ t

t0

dt1Ĥ
i
T (t1)eηt1/~ +

1

(i~)2

∫ t

t0

dt1

∫ t1

t0

dt2Ĥ
i
T (t1)eηt1/~Ĥi

T (t2)eηt2/~ + · · · |i〉
∣∣∣∣
2

Letting t0 → −∞ and changing variables τ1 = t− t1, τµ = tµ−1 − tµ, µ > 1, we find

Γ̃if =
d

dt

∣∣∣∣〈f |1 +
1

i~
e
i
~ Ĥ0t

∫ ∞

0

dτ1e
− i

~ Ĥ0τ1ĤT e
η(t−τ1)/~e−

i
~ Ĥ0(t−τ1)+ (A.11)

1

(i~)2 e
i
~ Ĥ0t

∫ t

t0

dτ1

∫ t1

t0

dτ2e
− i

~ Ĥ0τ1ĤT e
η(t−τ1)/~e−

i
~ Ĥ0τ2ĤT e

− i
~ Ĥ0(t−τ1−τ2)eη(t−τ1−τ2)/~ + · · · |i〉

∣∣∣∣
2

=
d

dt

∣∣∣∣∣〈f |
∞∑

µ=1

(
1

i~

)µ
e
i
~ Ĥ0t

∫ ∞

0

dτ1

∫ ∞

0

dτ2 · · ·
∫ ∞

0

dτµe
− i

~ Ĥ0τ1ĤT e
− i

~ Ĥ0τ2ĤT · · · e−
i
~ Ĥ0τµĤT

×e− i
~ Ĥ0(t−τ1−τ2−···−τµ)eη(µt−µτ1−(µ−1)τ2−···−τµ)/~|i〉

∣∣∣
2

,

88



A.2 Cotunneling

where we have assumed that 〈f |i〉 = 0. Carrying out the integrals and taking the complex transpose
inside the absolute square we find

Γ̃if =
d

dt

∣∣∣∣∣
∞∑

µ=1

eµηt/~〈i|ĤT

1

Ei − Ĥ0 − iη
· · · ĤT

1

Ei − Ĥ0 − i(µ− 1)η
ĤT

1

Ei − Ef − iµη
|f〉
∣∣∣∣∣

2

, (A.12)

where we have used the notation 1/Ô = Ô−1. Finally, taking the derivative

Γ̃if =

∞∑

µ,ν=1

(µ+ ν)η~e
(µ+ν)ηt/~

(Ei − Ef − iµη)(Ei − Ef + iνη)
〈i|ĤT

1

Ei − Ĥ0 − iη
· · · ĤT

1

Ei − Ĥ0 − i(µ− 1)η

× ĤT |f〉〈f |ĤT

1

Ei − Ĥ0 + (ν − 1)η
ĤT · · ·

1

Ei − Ĥ0 + iη
ĤT |i〉,

(A.13)

and using that

(µ+ ν)η

(Ei − Ef − iµη)(Ei − Ef + iνη)
= −i

(
1

Ei − Ef − iµη
− 1

Ei − Ef + iνη

)

→ 2πδ(Ei − Ef ) for η → 0+,

(A.14)

we find when letting η → 0+ [33]

Γ̃if =
2π

~
δ(Ei − EF )

∣∣∣∣∣〈f |
∞∑

µ=0

ĤT

(
1

Ei − Ĥ0 + i0+
ĤT

)µ
|i〉
∣∣∣∣∣

2

. (A.15)

Expressed in terms of the so-called T matrix, we obtain the Fermi’s generalized golden rule in Eq.
(2.6) in the main text.

A.2 Cotunneling

In this appendix, we provide additional information on cotunneling processes relevant for the study
in Sec. 3.1 in the main text.

A.2.1 Cotunneling rates

The content in this section is published in Publication I. We here list the remaining cotunneling
processes (that is not written explicitly in Sec. 3.1.1) relevant for the system studied in Sec. 3.1.

The rate for elastic cotunneling through a single-level QD is given by

Γ̃
−→
`
←−
`
′

mm =

∫
dε

2π~
γ̃`(ε)γ̃`

′
(ε)nF,` (ε)n̄F,`′(ε)

∣∣∣∣
1

∆vm ± ε+ iη

∣∣∣∣
2

, (A.16)

where v refers to the virtually occupied intermediate state created in the process where an initially
empty level is filled (+ε) or an initially filled level is emptied (−ε).

In pair-cotunneling processes, two electrons tunnel simultaneously out of (into) the QD system
and into (out of) the leads ` and `′. The rate for such processes takes the form

Γ̃
←−
`
←−
`
′

mn =

∫
dε

2π~
γ̃`(ε)γ̃`

′
(∆nm − ε)n̄F,`(ε)n̄F,`′(∆nm − ε)

∣∣∣∣
1

∆vm − ε+ iη
+

1

∆v
′
n + ε+ iη

∣∣∣∣
2

, (A.17)
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where v (v′) refers to the virtually occupied intermediate state in a process where an electron initially
tunnels from the QD system and into lead ` (`′). Similarly,

Γ̃
−→
`
−→
`
′

mn =

∫
dε

2π~
γ̃`(ε)γ̃`

′
(∆mn − ε)nF,`(ε)nF,`′(∆mn − ε)

∣∣∣∣
1

∆vn − ε+ iη
+

1

∆v
′
m+ ε+ iη

∣∣∣∣
2

, (A.18)

where v (v′) refer to the virtually occupied intermediate state in a process where an electron initially
tunnels from lead `′ (`) and into the QD system.

A.2.2 Cotunneling integrals
The content in this section is published in Ref. [50] with notation adapted to Publication I.

In this appendix, we provide analytical results for the cotunneling integrals presented in Sec. 3.1.1
in the main text for the case of uniform temperature. The derivation follows a procedure similar to
Ref. [62]. We first rewrite the Fermi-Dirac functions in terms of digamma functions ψ,

nF,`/`′(ε) =
1

2

[
1− tanh

(
β(ε− µ`/`′)

2

)]
=

1

2

[
1 +

i

π

(
ψ+

`/`
′(ε)− ψ−

`/`
′(ε)
)]
, (A.19)

where
ψ±
`/`
′(ε) ≡ ψ

(
1

2
± i β

2π
(ε− µ`/`′)

)
, (A.20)

and we have used that Im{ψ (1/2 + iy)} = π tanh(πy)/2, and ψ(z)∗ = ψ(z∗) [184]. The digamma
functions ψ±

`/`
′(z) have poles at z±

`/`
′
,n

= µ`/`′ ± i2π(n + 1/2)/β for n ∈ N+ where ψ±
`/`
′(z
±
`/`
′
,n

) =

ψ(−n). Hence, ψ+

`/`
′ and ψ−

`/`
′ have poles in the upper and lower half-planes, respectively. Thus by

introducing digamma functions we can choose contours which avoid the poles of these. We therefore
write the integral in Eq. (3.17) as I = I+ − I−, where

I± =
i

2π

∫ ∞

−∞
dε P (ε)

[
ψ±
`
′ (ε)− ψ±` (ε+ ∆)

] ∣∣∣∣
c1

ε−∆1 + iη
+

c2
∆2 − ε+ iη

∣∣∣∣
2

. (A.21)

Notice that in order to split up the integral into two as above, we assume that I± converges. We will
check the conditions for convergence in the end, however, if they do not converge, we cannot use this
trick of choosing convenient contours which avoid the poles of the digamma functions.

To evaluate the integral using the residue theorem, we consider the contour integral over the
complex variable z

I±C∓ =
i

2π

∮
dz P (z)

[
ψ±
`
′ (z)− ψ±` (z + ∆)

]
Z(z) = ∓I± + I±CR∓ , (A.22)

where the contours C± are defined in Fig. A.1, CR∓ are the contributions from the semi-circle arcs,
and

Z(z) ≡ c21
(z −∆1 + iη)(z −∆1 − iη)

− c1c2
(z −∆1 + iη)(z −∆2 + iη)

− c1c2
(z −∆1 − iη)(z −∆2 − iη)

+
c22

(z −∆2 − iη)(z −∆2 + iη)
.

(A.23)

Notice that we should write out the complex squared term in Eq. (A.21) before making the analytic
continuation ε→ z. The integral in Eq. (3.17) can then be written as

I = I+ − I− = −I+
C− − I

−
C+ + I+

CR− + I−CR+
= −IC + I+

CR− + I−CR+
, (A.24)
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∆1 ∆2

c
2
1

(z−∆1+iη)(z−∆1−iη) −
c1c2

(z−∆1+iη)(z−∆2+iη) −
c1c2

(z−∆1−iη)(z−∆2−iη) + c
2
2

(z−∆2−iη)(z−∆2+iη)

η

CR+

CR−

C+

C−

-η

Im z

Re z

Figure A.1: Integration contours C± for the contour integrals I±C∓ . The relevant poles to consider
are illustrated as black points. Adapted from Ref. [50].

where we have defined IC ≡ I+
C− + I−C+ . We find the contribution to the integral from the residues.

With the choice of contours we only have to consider the poles of Z(z) cf. Fig. A.1 assuming that
P (z) has no poles. Since the function Z(z) is already in a Laurent form, we can read off the residues,
and hence when applying the residue theorem the contour integral becomes

−I±C∓ =P (∆1 ∓ iη)
[
ψ±
`
′ (∆1 ∓ iη)− ψ±` (∆1 ∓ iη + ∆)

] [ c1
2

∓2iη
− c1c2

∆1 −∆2

]

+P (∆2 ∓ iη)
[
ψ±
`
′ (∆2 ∓ iη)− ψ±` (∆2 ∓ iη + ∆)

] [ c2
2

∓2iη
− c1c2

∆2 −∆1

]
.

(A.25)

Expanding in η, we find

−IC =c
2
1P
′
(∆1)Re

[
ψ
−
`
′ (∆1)− ψ−` (∆1 + ∆)

]
+
c
2
1β

2π
P (∆1)Im

[
ψ
−
1
`
′ (∆1)− ψ−1`(∆1 + ∆)

]

+c
2
2P
′
(∆2)Re

[
ψ
−
`
′ (∆2)− ψ−` (∆2 + ∆)

]
+
c
2
2β

2π
P (∆2)Im

[
ψ
−
1
`
′ (∆2)− ψ−1`(∆2 + ∆)

]

− 2c1c2
∆1 −∆2

[
P (∆1)Re

[
ψ
−
`
′ (∆1)− ψ−` (∆1 + ∆)

]
− P (∆2)Re

[
ψ
−
`
′ (∆2)− ψ−` (∆2 + ∆)

]]

+O(η
−1

) +O(η),

(A.26)

where ψ1 = dψ(z)/dz is the trigamma function, ψ±1
`/`
′ (z) ≡ ψ1(1/2 ± iβ(ε − µ`/`′)/(2π)). We write

the term O(η−1) which diverges in the limit η → 0 explicitly below when discussing regularization,
however, first we consider the contribution to the integral from the arcs by using the asymptotic
expansion of the digamma function [184]

lim
|z|→∞

ψ(z) = ln z − 1

2z
−
∞∑

n=1

B2n

2nz2n , for |arg z| < π, (A.27)
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where Bn are Bernoulli numbers. Hence,

lim
|z|→∞

[
ψ
±
`
′ (z)− ψ±` (z + ∆)

]
≈ ln

(
1
2
± i β

2π
(z − µ

`
′)

1
2
± i β

2π
(z + ∆− µ`)

)
+

±iβ
π

(µ` − µ`′ −∆)

[1± iβ
π

(z + ∆− µ`)][1± iβπ (z − µ
`
′)]

= ln

(
1
2
± i β

2π
(z + ∆− µ`)± i β2π (µ` − µ`′ −∆)

1
2
± i β

2π
(z + ∆− µ`)

)
(A.28)

+
±iβ

π
(µ` − µ`′ −∆)

[1± iβ
π

(z + ∆− µ`)][1± iβπ (z − µ
`
′)]

which for large z becomes

lim
|z|→∞

[
ψ±
`
′ (z)− ψ±` (z + ∆)

]
≈ ln

(
1 +

µ` − µ`′ −∆

z

)
∓ iπ

β

µ` − µ`′ −∆

z2

≈ µ` − µ`′ −∆

z
, µ` − µ`′ −∆ 6= 0.

(A.29)

When µ` − µ`′ −∆E = 0, the contribution decays even faster. The asymptotic expansion of Z is

lim
|z|→∞

Z(z) =
(c1 − c2)2

z2 , c1 − c2 6= 0. (A.30)

From this we find when z = Reiθ, dz = iReiθdθ,

ICR = I+
CR− + I−CR+

=
(µ`′ − µ` + ∆)(c1 − c2)2

2π

∫ 2π

0

dθ
P (Reiθ)

R2e2iθ
. (A.31)

The integral is well-defined as long as P (z) has order no higher than two for c1 − c2 6= 0. Assuming
that P (z) = a0 + a1z + a2z

2

ICR = a2(µ`′ − µ` + ∆)(c1 − c2)2, c1 − c2 6= 0. (A.32)

When c1 − c2 = 0 the asymptotic expansion of Z becomes1

lim
R→∞

Z(Reiθ) = c21
(∆1 −∆2)2

z4 , z = Reiθ, c1 − c2 = 0, ∆1 −∆2 6= 0. (A.33)

Hence, when z = Reiθ, dz = iReiθdθ

ICR =
(µ`′ − µ` + ∆)c21(∆1 −∆2)2

2π

∫ 2π

0

dθ
P (Reiθ)

R4e4iθ
. (A.34)

Assuming that P (z) = a0 + a1z + a2z
2 + a3z

3 + a4z
4

ICR = a4(µ`′ − µ` + ∆)c21(∆1 −∆2)2, c1 − c2 = 0. (A.35)

A.3 Cooper pair splitter: Effective Hamiltonian

The content in this section is published in Publication IV. In this appendix, we derive the effective
Hamiltonian provided in Eq. (3.31) in the main text. We specify the full Hamiltonian of the Cooper
pair splitter considered in Sec. 3.2:

Ĥ = ĤQD + ĤSC + ĤN + ĤTS
+ ĤTN

, (A.36)

1We have used Mathematica to check these limits.
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which describes the quantum dots, the superconductor, and the normal-metal leads, given by the first
three terms, as well as the coupling between them given by the two tunneling Hamiltonians, ĤTS

and
ĤTN

, which we detail below. The superconductor is described by the BCS mean-field Hamiltonian in
Eq. (3.30) in the main text. The Hamiltonian of the dots reads

ĤQD =
∑

`σ

ε` d̂
†
`σd̂`σ +

∑

`

U`n̂`↑n̂`↓, (A.37)

where we have defined the operators d̂†`σ and d̂`σ that create and annihilate electrons with energy ε`
and spin σ in the left or right quantum dot, ` = L,R. Here, the on-site interaction on the dots is
denoted by U`, and n̂`σ ≡ d̂†`σd̂`σ counts electrons on the dots with spin σ. The normal-state leads
are described by the Hamiltonian

ĤN =
∑

`kσ

ε`k ĉ
†
`kσ ĉ`kσ, (A.38)

while the coupling between the quantum dots and the external reservoirs are given by the tunneling
Hamiltonians

ĤTS
=
∑

`qσ

(
tS`qâ

†
qσd̂`σ + h.c.

)
(A.39)

and
ĤTN

=
∑

`kσ

(
t`k ĉ

†
`kσd̂`σ + h.c.

)
, (A.40)

where tS`q and t`k are the tunneling amplitudes.
We consider the von Neumann equation for the density matrix ρ̂ of the full system

i~
d

dt
ρ̂(t) = [Ĥ, ρ̂(t)]. (A.41)

Here Ĥ = Ĥ0 + ĤTS
is the time-independent Hamiltonian, with ĤTS

the Hamiltonian describing the
tunneling between the QDs and the superconductor, and Ĥ0 is the remaining part of the Hamiltonian.

We derive the effective Hamiltonian in Eq. (3.31) in the limit of large superconducting gap and
intra-dot Coulomb interaction. The latter limits the occupation of the QDs to at most one electron,
whereby we can discard the interaction term in Eq. (A.37) and prevent double-occupancy in the
density matrix.

By Laplace-transforming the density matrix as

ρ̂(E) =

∫ ∞

t0

dtρ̂(t)e
i
~ (E+iη)(t−t0), (A.42)

we can formally rewrite the von Neumann equation as

(E + iη)ρ̂(E)− i~ρ̂(t0) = L0ρ̂(E) + LTS ρ̂(E), (A.43)

having defined L0/TS
[ · ] = [Ĥ0/TS

, · ]. We can write the solution as the geometric series

ρ̂(E) =
(
W0(E) +W0(E)LTSW0(E) +W0(E)LTSW0(E)LTSW0(E) + · · ·

)
i~ρ̂(t0), (A.44)

where W0(E) = [E −L0 + iη]−1. The superconductor is in thermal equilibrium, ρ̂(E) = ρ̂0̃(E)⊗ ρ̂eqSC ,
hence upon tracing out the superconductor we get to second order in LTS

ρ̂0̃(E) ≈
(
W0̃(E) +W0̃(E)TrSC

[
LTSW0(E)LTS ρ̂

eq
SC

]
W0̃(E)

)
i~ρ̂0̃(t0), (A.45)

where Ĥ0̃ = Ĥ0−ĤSC inW0̃(E), and we have used that terms with an odd number of LTS vanish and
that higher-order terms are suppressed in the large gap limit from W0(E). Similarly, upon expanding
ρ̂0̃(E) = (E + iη − L0̃ − ΣS)−1i~ρ̂0̃(t0) to first order in Σ̂S [45], we recognize

ΣS = TrSC [ΣS ρ̂
eq
SC ] , ΣS = LTSW0(E)LTS . (A.46)
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Next, we introduce the Bogoliubov transformation, γ̂†q = (γ̂†q↑, γ̂−q↓) = â†qU
†
q , where â†q =

(â†q↑, â−q↓) and

U †q =

(
u∗q vq
−v∗q uq

)
, (A.47)

is a unitary matrix with uq = (1 + εq/Eq)
1/2/
√

2 and vq = (1 − εq/Eq)
1/2/
√

2eiθS where Eq =√
ε2q + |∆|2 and θS is the phase of the superconductor. With this transformation, we get ĤSC =

∑
qσ Eqγ̂

†
qσγ̂qσ (plus a constant which does not contribute to the von Neumann equation), and the

tunneling Hamiltonian (A.39) becomes

ĤTS
=

∑

ξ=±,`qσ
ξtξS`q

(
uξqγ̂

ξ
qσ + σv(−ξ)

q γ̂
(−ξ)
−q−σ

)
d̂ξ`σ, (A.48)

where we have defined t(+)−
S`q = t

( )∗
S`q , u

(+)−
q = u( )∗

q , v(+)−
q = v( )∗

q , γ̂+(−)
qσ = γ̂†( )

qσ , d̂(+)−
`σ = d̂

( )†
`σ . We

can furthermore write LTS in the compact form

L̃TS =
∑

ξ,θ=±,`qσ
ξtξS`q

(
uξqΓ

ξθ
qσ + σv(−ξ)

q Γ
(−ξ)θ
−q−σ

)
Dξθ
`σ, (A.49)

where θ = ± determines if the operator acts to the left (+) or right (−), for instance

Γξ+qσ ρ̂(E) = γ̂ξqσρ̂(E), Γξ−qσ ρ̂(E) = ρ̂(E)γ̂ξqσ, (A.50)

and
Dξ+
`σ ρ̂(E) = d̂ξ`σρ̂(E), Dξ−

`σ ρ̂(E) = ρ̂(E)d̂ξ`σ. (A.51)

With these transformations, we readily obtain

ΣS =
∑

ξθ`qσ

∑

ξ
′
θ
′̀ ′
q
′
σ
′

ξξ′tξS`qt
ξ
′

S`
′
q
′D

ξ
′
θ
′

`
′
σ
′

(
uξ
′

q
′Γ
ξ
′
θ
′

q
′
σ
′ + σ′v(−ξ′)

q
′ Γ

(−ξ′)θ′

−q′−σ′
)
W0(E)Dξθ

`σ

(
uξqΓ

ξθ
qσ + σv(−ξ)

q Γ
(−ξ)θ
−q−σ

)
,

(A.52)
where we have used the commutation relation ΓχθDχ

′
θ
′

= −θθ′Dχ
′
θ
′
Γχθ (suppressing the subscripts).

Having expressed the tunneling Hamiltonian in terms of the Bogoliubov transformation that diago-
nalizes the superconducting Hamiltonian, we have

ΓξθqσL0 = (L0 − ξEq)Γξθqσ, (A.53)

and thus

ΣS = −
∑

ξξ′θθ′tξS`qt
ξ
′

S`
′
q
′D
ξ
′
θ
′

`
′
σ
′

(
W0(E + ξ′Eq′)D

ξθ
`σu

ξ
′

q
′Γ
ξ
′
θ
′

q
′
σ
′ +W0(E − ξ′Eq′)D

ξθ
`σσ
′v(−ξ′)
q
′ Γ

(−ξ′)θ′

−q′−σ′
)

×
(
uξqΓ

ξθ
qσ + σv(−ξ)

q Γ
(−ξ)θ
−q−σ

)
,

(A.54)

where we have left the summation indices implicit. Upon tracing out the superconductor we obtain

ΣS =
∑

ξθθ
′
``
′
σ

θθ′
(
D

(−ξ)θ′

`
′
σ

I
(1)

ξθ``
′ + σDξθ

′

`
′−σI

(2)

ξθ``
′

)
Dξθ
`σ, (A.55)

where

I
(1)

ξθ``
′ =

∑

q

tξS`qt
(−ξ)
S`
′
q

(
|uq|2n(−ξθ)

F (Eq)W0̃(E − ξEq) + |vq|2n(ξθ)
F (Eq)W0̃(E + ξEq)

)
, (A.56)

I
(2)

ξθ``
′ =

∑

q

tξS`qt
ξ

S`
′−qu

ξ
qv

(−ξ)
q

(
n

(−ξθ)
F (Eq)W0̃(E − ξEq)− n(ξθ)

F (Eq)W0̃(E + ξEq)
)
, (A.57)
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and we have used that TrSC
[
Γξ
′
θ
′

q
′
σ
′Γ
ξ θ

q σ
ρ̂eqSC

]
= δqq′δσσ′δξ,−ξ′n

(−ξθ)
F (Eq), n

+
F = nF and n−F = 1− nF ≡

n̄F with nF being the Fermi–Dirac distribution, and εq = ε−q. In the limit of large superconducting
gap and in the long-time steady state limit, W0̃(E±ξEq) is dominated by the constant factor ±ξE−1

q ,
whereby

I
(1)

ξθ``
′ ' −

∑

q

tξS`qt
(−ξ)
S`
′
q
ξE−1

q

(
|uq|2n(−ξθ)

F (Eq)− |vq|2n(ξθ)
F (Eq)

)
, (A.58)

I
(2)

ξθ``
′ ' I(2)

ξ``
′ = −

∑

q

tξS`qt
ξ

S`
′−qu

ξ
qv

(−ξ)
q ξE−1

q . (A.59)

Using that I(1)

(−ξ)θ`′` = I
(1)

ξ(−θ)``′ and I
(2)

ξ`
′
`

= I
(2)

ξ``
′ we find upon performing the sum over θ and θ′ in

Eq. (A.55), ΣS [ · ] = [ĤΣS
, · ], where

ĤΣS
=
∑

ξ``
′
σ

(
I

(1)

ξ+``
′ d̂

(−ξ)
`
′
σ
d̂ξ
`σ

+ σI
(2)

ξ``
′ d̂
ξ

`
′−σd̂

ξ

`σ

)
. (A.60)

Carrying out the remaining sums gives the terms in Eq. (3.31) where we have defined the amplitudes
~γCPS = −(I

(2)
−LR + I

(2)
−RL) and ~γEC = I

(1)
−+LR − I

(1)
++RL, corresponding to Cooper pair splitting and

elastic cotunneling, respectively, absorbed the constant self-energy into a redefinition of the dot levels,
and have omitted the term corresponding to a Cooper pair occupying a single dot which is prohobited
in the large U limit. The momentum integrals from I

(1)

ξθ``
′ and I(2)

ξ``
′ are calculated explicitly in Ref.

[43] assuming point-like contacts between each dot and the superconductor (at zero temperature)
separated by a distance δr, however, we treat the amplitudes as the tunable parameters.

A.4 Full counting statistics

In this appendix, we provide a brief introduction to full counting statistics. Inherited from photonics,
full counting statistics has now become an important methodology to characterize transport properties
in mesoscopic systems. It is most easily formulated for unidirectional transport where the key quantity
is the probability distribution, P (n, t) = Trρ̂(n, t), for having transferred n = (ni, nj , . . . ) electrons of
type i, j, . . . to a collector system (i, j could for example refer to two distinguishable collector leads
as considered in Sec. 3.2) during a time span t, which in steady-state does not depend on the starting
time. To this end, we partition L = L0 +

∑
j Jj , where Jj describes a transition that we wish to

count. From the von Neumann equation we obtain the number-resolved master equation

d

dt
ρ̂(n1, n2, . . . , t) = L0ρ̂(n1, n2, . . . , t) +

∑

j

Jj ρ̂(. . . , nj − 1, . . . , t), t > t0, ρ̂(. . . ,−1, . . . , t) = 0.

(A.61)
It is convenient to introduce a vector of counting fields χ = (χ1, χ2, . . . ) that couples to the number
of transitions by defining

ρ̂(χ, t) =
∑

n

ρ̂(n, t)ein·χ. (A.62)

This is convenient for two reasons: First, ρ̂(χ, t) is a moment generating function for the expected
number of events

∑

n

(n
m1
1 n

m2
2 . . . )P (n1, n2, . . . , t) = (∂

m1
iχ1
∂
m2
iχ2

. . . )Trρ̂(χ, t)|χ→0. (A.63)

Secondly, ρ̂(χ, t) solves the number-resolved master equation

d

dt
ρ̂(χ, t) =


L0 +

∑

j

Jjeiχj

 ρ̂(χ, t) ≡ L(χ)ρ̂(χ, t) =


L(0) +

∑

j

Jj(eiχj − 1)


 ρ̂(χ, t). (A.64)
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A.4.1 Steady-state transport statistics

Let us consider the expected steady-state current from transitions of type j. In the stationary steady
state, the expected number of events of type j in the time-interval t − t0, nj(t), is related to the
steady-state current, Ij , as −enj(t) = (t − t0)Ij , which upon Laplace-transforming becomes Ij =

e(E/~)2nj(E), where

nj(E) = Tr
[
∂iχj ρ̂(χ, E)

]∣∣∣
χ→0

= Tr

[[
− i
~
E − L(0)

]−1

Jj
[
− i
~
E − L(0)

]−1

ρ̂(S)

]
, (A.65)

and ρ̂(S) is the steady-state density matrix, and the latter equality follows from the Laplace-transform
of Eq. (A.64). Following C. Flindt et. al [199], it is convenient to introduce the projectors P[ · ] =
ρ̂STr[ · ] and Q = 1− P. Hence, using that L(0)P = PL(0) = 0, we get

[
− i
~
E − L(0)

]−1

=

[
− i
~
EP +Q

(
− i
~
E − L(0)

)
Q
]−1

=
i~
E
P +Q

[
− i
~
E − L(0)

]−1

, (A.66)

where the latter equality follows after some algebra using the properties of the projectors P2 = P,
Q2 = Q, PQ = QP = 0, and QL(0) = L(0)Q. Hence, using the cyclic property of the trace and the
properties of the projectors, we find nj(E) = −(~/E)2Tr[Jj ρ̂(S)], whereby the steady-state current
becomes

Ij = (−e)Tr[Jj ρ̂(S)]. (A.67)

Indeed, we could have written this expression immediately. However, the formalism become useful
when evaluating correlation functions, such as the noise correlation function. In particular, the deriva-
tion of the expression for the noise correlation function in Eq. (3.40) is derived straightforwardly by
transforming to Laplace-space and following similar steps as above. Since the derivation is provided
in detail in e.g. Refs. [88, 93], we will not reproduce the derivation here, but refer to these references.
We note, however, that the expression in Eq. (3.40) in the main text only governs the real part of the
cross-correlation noise. This appears not to be discussed in Ref. [93], however, is required to ensure
the symmetry S``′(ω) = S`′`(ω) used in the derivation.

A.5 Gaussian integrals

For convenient referencing we list the following identities of Gaussian integrals from Ref. [121, Secs.
2.3, 9.1]:

Bosonic fields

The Gaussian integral over a set of complex variables zj , j = 1, . . . , N , is given by [121, Eq. (2.20)]

Z[J̄ , J ] =

∫
ΠN
j=1d[z̄j , zj ]e

−∑N
ij z̄iÂijzj+

∑N
j [z̄jJj+J̄jzj ] =

e
∑N
ij J̄i(Â

−1
)ijJj

detÂ
, (A.68)

for Âij a complex N ×N matrix with eigenvalues having non-negative real parts, Jj is an arbitrary
complex vector, and d[z̄j , zj ] = d(Rezj)d(Imzj)/π. From this, pair-wise averages are given by [121,
Eq. (2.21)]

〈zaz̄b〉 ≡
1

Z[0, 0]

δ2Z[J̄ , J ]

δJ̄aδJb

∣∣∣∣∣
J=0

= (A−1)ab. (A.69)
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Fermionic fields

The Gaussian integral over two sets of independent Grassmann variables ψ̄j and ψj , j = 1, . . . , N , is
given by [121, Eq. (9.11)]

Z[χ̄, χ] =

∫
ΠN
j=1d[ψ̄j , ψj ]e

−∑N
ij ψ̄iÂijψj+

∑N
j [ψ̄jχj+χ̄jψj ] = detÂe

∑N
ij χ̄i(Â

−1
)ijχj , (A.70)

for Âij an invertible complex N×N matrix, and χ̄j and χj are two additionally mutually independent
sets of Grassmann numbers. From this, pair-wise averages are given by [121, Eq. (9.12)]

〈
ψaψ̄b

〉
≡ 1

Z[0, 0]

δ2Z[χ̄, χ]

δχ̄bδχa

∣∣∣∣∣
χ=0

= (A−1)ab. (A.71)

A.6 Block matrix inversion

Consider a nonsingular square matrix M with inverse M−1 which is partitioned into 2× 2 blocks as

M =

[
M++ M+−

M−+ M−−

]
. (A.72)

If M−− is non-singular, then M is invertible if and only if M++ −M+−(M−−)
−1
M−+ is invertible,

and [200]

M−1 =

[ [
M++ −M+−(M−−)

−1
M−+

]−1

−
[
M++ −M+−(M−−)

−1
M−+

]−1

M+−(M−−)−1

−(M−−)−1M−+
[
M++ −M+−(M−−)

−1
M−+

]−1

(M−−)−1 + (M−−)−1M−+
[
M++ −M+−(M−−)

−1
M−+

]−1

M+−(M−−)−1

]
.

(A.73)

A.7 Coupling to a fermionic reservoir

In this appendix, we discuss the coupling to a fermionic reservoir for the two-dimensional lattice
model discussed in Sec. 5.3 and Ch. 6 in the main text. We consider the simple model in Ref. [25]
and assume that the system is coupled diagonally to external electron reservoirs, i.e. that spin and
momentum k is conserved during tunneling [185]

Ĥres = ĤE + ĤT , ĤE =
∑

`kkzσ

ε`kkz ĉ
†
`kkzσ

ĉ`kkzσ, ĤT =
∑

`kkzσ

(
t`ĉ
†
`kkzσ

ĉkσ + h.c.
)
, (A.74)

where kz is a continuum reservoir degree of freedom, and the coupling element t` is assumed to
be independent of momentum and spin. We furthermore assume that ε`kkz = ε`k + ε`kz , and that
dkz/dε`kz is constant (wide-band approximation). The coupling between the system of interest and
the environment is modeled by the action

ST = −
∫

C
dτ
∑

`kkzσ

(
t`ψ̄`kkzσ(τ)ψkσ(τ) + t∗` ψ̄kσ(τ)ψ`kkzσ(τ)

)
(A.75)

= −
∫ ∞

−∞
dt
∑

`kkzσ

(
t`(ψ̄

+
`kkzσ

(t), ψ−`kkzσ(t))τ̂3

(
ψ+
kσ(t)

ψ−kσ(t)

)
+ t∗` (ψ̄

+
kσ(t), ψ−kσ(t))τ̂3

(
ψ+
`kkzσ

(t)

ψ−`kkzσ(t)

))
,

Using Eq. (A.70) we integrate out the environment to obtain an effective contribution to the action
from the coupling to the environment. Upon taking the continuous time limit and Keldysh rotating,
we find

Sres = −
∫
dtdt′

∑

kσ

ˆ̄Ψkσ(t)R̂k(t, t′)Ψ̂kσ(t′), R̂k(t, t′) =
∑

`

t2`
∑

kz

Ĝ0,`kkz
(t, t′), (A.76)
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as in e.g. Refs. [185, 125, 201].

A.7.1 Reservoir self-energy in Floquet space

Upon transforming R̂k(t, t′) in Eq. (A.76) to Floquet space (notice that the non-driven reservoirs also
satisfies the condition (5.2)) we have

R̂k,mn(ω) =
∑

`

t2`
∑

kz

Ĝ0,`kkz,mn
(ω). (A.77)

Using Eq. (5.18) for time-independent reservoir Hamiltonians, the retarded/advanced component of
the reservoir self-energy becomes

R
R/A
k,mn(ω) =

∑

`

t2`
∑

kz

G
R/A
0,`kkz,mn

(ω)

=
∑

`

t2`ν`z

∫
dε`kz

1

~ω + nΩ− ε`k − ε`kz ± i0
+ δmn

= ∓iΓδmn,

(A.78)

where we have defined Γ ≡ 1
2

∑
` γ` with γ` ≡ 2πt2`ν`z. Similarly, the Keldysh component of the

reservoir self-energy becomes

RKk,mn(ω) =
∑

`

t2`
∑

kz

GK0,`kkz,mn(ω)

=
∑

`

t2`
∑

kz

F`(ε`kkz )
[
GR0,`kkz,mn(ω)−GA0,`kkz,mn(ω)

]

=
∑

`

t2`ν`z

∫
dε`kzF`(ε`kkz )

[
1

~ω + n~Ω− ε`k − ε`kz + i0+ −
1

~ω + n~Ω− ε`k − ε`kz − i0
+

]

= −i
∑

`

γ`F`(~ω + n~Ω)δmn,

(A.79)

in agreement with Ref. [125, Eq. (192)], and where F was defined below Eq. (4.33).
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We study thermoelectric effects in Coulomb-coupled quantum-dot (CCQD) systems beyond
lowest-order tunneling processes and the often applied wide-band approximation. To this end,
we present a master-equation (ME) approach based on a perturbative T -matrix calculation of the
charge and heat tunneling rates and transport currents. Applying the method to transport through
a non-interacting single-level QD, we demonstrate excellent agreement with the Landauer-Büttiker
theory when higher-order (cotunneling) processes are included in the ME. Next, we study the effect
of cotunneling and energy-dependent lead couplings on the heat currents in a system of two Coulomb-
coupled QDs. We find that cotunneling processes (i) can dominate the off-resonant heat currents at
low temperature and bias compared to the interdot interaction, and (ii) give rise to a pronounced
reduction of the cooling power achievable with the recently demonstrated Maxwell’s demon cooling
mechanism. Furthermore, we demonstrate that the cooling power can be boosted significantly by
carefully engineering the energy dependence of the lead couplings to filter out undesired transport
processes. Our findings emphasize the importance of higher-order cotunneling processes as well as
engineered energy-dependent lead couplings in the optimization of the thermoelectric performance
of Coulomb-coupled QD systems.

I. INTRODUCTION

The experimental progress in control of single-electron
transport1 has spurred interest in nanosystems that uti-
lize the associated heat currents for thermoelectric ap-
plications.2–4 In particular, experiments with Coulomb-
coupled quantum-dot (CCQD) systems have demon-
strated a plethora of phenomena ranging from Coulomb
drag5,6 and electron pairing7 to extraordinary thermo-
electric effects.8,9 This includes the realization of an en-
ergy harvester that converts a thermal gradient in a
CCQD system into an electric current,8 as well as an au-
tonomous Maxwell’s demon capable of cooling a current-
carrying QD system at the cost of heating a “demon”
QD system.9

In addition to the above, theoretical studies have pre-
dicted a wide range of novel thermoelectric effects in
CCQD systems.10–13 The mechanisms behind these ef-
fects rely on the presence of a strong Coulomb interaction
between electrons in the otherwise decoupled QDs (see
Fig. 1 for the case of two Coulomb-coupled QDs). The
strong interaction can be utilized to tailor the thermo-
electric properties of CCQD systems,4,14 and it provides
the opportunity to test fundamental thermodynamic as-
pects of heat transport in interacting nanoscale systems
driven out of equilibrium.15

While the operation principles of the above-mentioned
effects are governed by incoherent electron tunneling (se-
quential tunneling) processes between the leads and the
QDs,8–13 the importance of coherent higher-order tunnel-
ing (cotunneling) processes for nonlinear heat transport
remains largely unexplored. Furthermore, when oper-
ated under strong non-equilibrium conditions in which
linear-response theory breaks down, a theoretical treat-
ment taking into account the full nonlinear properties
is needed.16–19 Only recently have these issues been dis-

cussed in strongly interacting QD systems.9,20–22

Another important factor for thermoelectric effects in
CCQD systems is the coupling to the leads which is
usually treated in the wide-band approximation assum-
ing energy-independent couplings.23 However, energy-
dependent couplings to the leads occur naturally in
many QD systems5,6,8,24 and add an important degree
of tunability to the system. This is as crucial for the
thermoelectric properties10,11,25 as it is for Coulomb
drag.5,6,26–28

In this work, we present a master-equation approach
for the calculation of the nonlinear electronic charge and
heat currents in interacting QD systems that takes into
account the above-mentioned factors. The charge and
heat transfer rates produced by electron tunneling pro-
cesses are obtained with a perturbative T -matrix ap-
proach,23 which treats sequential and cotunneling pro-
cesses on an equal footing. We resolve the technical chal-
lenges associated with the evaluation of the cotunneling
rates with an implementation of the often applied regu-
larization scheme,29,30 which applies to the general case
of energy-dependent lead couplings, applied biases, and
temperature gradients in the system.

The main findings and the organization of the paper
are as follows. In Sec. II, we introduce the model sys-
tem of CCQDs. In Sec. III, we present the methodology,
and we benchmark the approach in Sec. IV by com-
paring it to the Landauer-Büttiker result for transport
through a non-interacting single-level QD. In Sec. V, we
study nonlinear thermoelectric phenomena in CCQDs.
We investigate the energy exchange mediated by the in-
terdot Coulomb interaction which among other thermo-
electric effects leads to the demon-induced cooling mech-
anism.9,10 Our findings shed light on the limitations im-
posed by cotunneling processes on the performance of
this mechanism. Furthermore, we demonstrate a strongly
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enhanced performance of the demon-induced cooling ef-
fect by tuning the energy-dependence of the lead cou-
plings. In such performance optimization, as we show,
cotunneling processes are essential for a quantitative de-
scription of the thermoelectric properties. Finally, Sec.
VI presents our conclusions, and the appendix provides
technical details on the cotunneling rates and the regu-
larization procedure.

II. COULOMB-COUPLED QD SYSTEMS

We consider CCQD systems like the one illustrated in
Fig. 1, which can be described by the Hamiltonian

Ĥ = Ĥdots + Ĥleads + ĤT , (1)

and consists of a system of CCQDs with Hamiltonian
Ĥdots that is coupled to external leads with Hamiltonian
Ĥleads by tunnel couplings described by ĤT . We denote
Ĥ0 = Ĥdots + Ĥleads.

We consider a spinless model of Coulomb-coupled
single-level QDs described by the Hamiltonian

Ĥdots =
∑

δ

εδ ĉ
†
δ ĉδ +

∑

〈δ,δ′〉
Uδδ′ n̂δn̂δ′ , (2)

where ĉ†δ (ĉδ) creates (annihilates) an electron in QD δ
with energy controlled by gate voltages εδ = −eVδ, where

Vδ is the gate potential on dot δ, n̂δ = ĉ†δ ĉδ is the occu-
pation number operator, Uδδ′ is the interdot Coulomb
interaction, and the summation in the second term is
over all QD pairs (specific systems are studied in Secs.
IV–V). Intra-dot double occupancy can be neglected due
to a large intra-dot Coulomb interaction.

The leads are described by non-interacting electron

reservoirs, Ĥleads =
∑
`k ε`k ĉ

†
`k ĉ`k, where ĉ†`k (ĉ`k) creates

U12

µA

TB

µB

TC , µC

System 1

System 2

TA

A B

QD1

C

QD2

FIG. 1. Illustration of the CCQD system studied in
Sec. V consisting of two Coulomb-coupled QDs with inter-
dot Coulomb interaction U12 (no tunneling is allowed be-
tween the QDs) in a three-terminal configuration with leads
` ∈ {A,B,C} with temperatures T` and electrochemical po-
tentials µ`.

(annihilates) an electron with momentum k and energy
ε`k in lead `, which is assumed to be in local equilib-
rium with temperature T` and electrochemical potential
µ` = µ0 − eV`, where µ0 is the equilibrium chemical po-
tential and V` is the voltage applied to lead `. The tunnel-
ing Hamiltonian that couples the QD system to the leads

is ĤT =
∑
`kδ(t`kδ ĉ

†
δ ĉ`k+h.c.), where t`kδ is the tunneling

amplitude, and we consider the case where each lead cou-
ples to one QD only. We define lead coupling strengths
as γ`(ε) ≡ 2πd`(ε)|t`(ε)|2, where d`(ε) is the lead den-
sity of states. γ`(ε) is allowed to be energy-dependent in
contrast to the often applied wide-band approximation.

III. MASTER EQUATION AND TRANSPORT
CURRENTS

We describe the dynamics and transport in the CCQD
system with a Pauli ME where the transitions between
the QD states are governed by electron tunneling to
and from the leads.31 The tunneling-induced transition
rates are calculated based on a perturbative T -matrix
approach in which the tunneling Hamiltonian is treated
as a perturbation to the decoupled QD system and leads.
This allows for a systematic expansion in the tunnel cou-
plings and the inclusion of high-order processes. How-
ever, quantum effects such as tunneling-induced level
broadening and level shifts32–34 are not captured by this
perturbative approach, which is only valid in the weak-
coupling regime γ < kBT,U .

In the absence of tunnel coupling, the states of the de-
coupled QD system and leads are described by product
states of the QD system occupation states |m〉 with en-

ergy Edots,m = 〈m|Ĥdots|m〉 and the leads |i〉 with energy

Eleads,i = 〈i|Ĥleads|i〉. The non-equilibrium occupations
of the QD states are described by probabilities pm (the
diagonal components of the reduced density operator of
the CCQD system), which are determined by the ME,

ṗm =
∑

n 6=m
(Γnmpn − Γmnpm) ,

∑

m

pm = 1, (3)

where Γmn denotes the tunneling-induced transition rate
from QD state |m〉 to |n〉. The ME is solved for the
steady-state probabilities, ṗm = 0, in the following. The
QD states are given explicitly in Secs. IV and V for the
considered systems.

A. Transition rates

The rates for transitions between the QD states are
obtained from the generalized Fermi’s golden rule23,35

Γ̃mn =
2π

~
∑

ij

|〈j|〈n|T̂ |m〉|i〉|2ρi

× δ(∆mn + Eleads,j − Eleads,i),

(4)



3

where ∆mn ≡ Edots,n−Edots,m, ρi is the thermal proba-
bility of finding the leads in the initial state, the sum is
over initial and final states of the leads, and the T matrix
obeys

T̂ = ĤT + ĤT
1

Einitial − Ĥ0 + iη
T̂ , (5)

with Einitial = Edots,m + Eleads,i, and η is a positive in-
finitesimal.

The lowest-order contribution to the tunneling rates
describes single-electron tunneling, or sequential tunnel-
ing, processes between the QD system and the leads:

Γ
−→̀
mn = ~−1γ`(∆mn)f `(∆mn), (6)

Γ
←−̀
mn = ~−1γ`(∆nm)f̄ `(∆nm), (7)

where Eq. (6) (Eq. (7)) is the sequential rate
of tunneling out of, →, (into, ←,) lead `, thereby
changing the state of the QD system from m to n,
f `(ε) = [exp (β`(ε− µ`)) + 1]−1 is the Fermi-Dirac distri-
bution in lead `, f̄ `(ε) = 1 − f `(ε), and β` = 1/(kBT`).
The leads are assumed to equilibrate to the Fermi-Dirac
distribution in between the tunneling events.

The next-to-leading order terms in the T matrix de-
scribe cotunneling processes. In conventional local elas-
tic and inelastic cotunneling processes, a net electron is
transferred between two leads attached to the same QD
(e.g., System 1 in Fig. 1). Here we also consider (i) non-
local cotunneling processes27,36 in which a net electron is
transferred between leads attached to different QDs, as
well as (ii) pair-cotunneling processes where two electrons
tunnel into/out of the CCQD system in one coherent pro-
cess.37,38

For the thermoelectric effects in focus here, the pro-
cess of nonlocal cotunneling is important. The (unregu-
larized) rate for nonlocal cotunneling which net transfers
an electron out of lead ` and into lead `′ is given by

Γ̃
−→
`
←−
`′

mn =

∫
dε

2π~
γ`(ε)γ`

′
(ε−∆mn)f ` (ε)f̄ `

′
(ε−∆mn)

×
∣∣∣∣

1

∆vm + ε+ iη
+

1

∆v′n − ε+ iη

∣∣∣∣
2

, (8)

where v (v′) refers to the virtually occupied intermediate
state in the process where an electron initially tunnels
from lead ` and into the QD system (from the QD system
and into lead `′). We refer the reader to the appendix for
the expressions for the remaining cotunneling processes
relevant for this study.

A well-known artifact of the cotunneling rates obtained
with the T -matrix approach is that they formally diverge
in the limit η → 0. To deal with this divergence, differ-
ent regularization schemes have been proposed.29,30,35,39

Deep inside the Coulomb blockade, the discrepancy be-
tween the different regularization schemes vanishes.39 In
this work, we apply the by now standard regulariza-
tion scheme in Ref. 29, but for future work, a detailed

comparison of the heat currents obtained from differ-
ent regularization schemes could be useful. We denote
the regularized rates that enter into Eq. (3) without a
tilde. To be explicit, we consider the processes Γmn ≡∑
`(Γ

`←
mn+Γ`→mn), Γ`←mn ≡ Γ

←−
`
mn+

∑
`′(Γ

←−
`
−→
`′

mn +Γ
←−
`
←−
`′

mn ), Γ`→mn ≡
Γ
−→
`
mn +

∑
`′(Γ

−→
`
←−
`′

mn + Γ
−→
`
−→
`′

mn ). A numerical procedure for the
regularization is outlined in the appendix.

B. Charge and heat currents

The steady-state transport currents can be obtained
from the occupation probabilities. The electric current
going into lead ` is

I` ≡ −e
〈∑

k

dn̂`k
dt

〉
= −e

∑

mn

pm
(
Γ`←mn − Γ`→mn

)
, (9)

where n̂`k = ĉ†`k ĉ`k, pm is calculated from the steady-
state solution of Eq. (3), and the rightmost form ex-
presses the electric current in terms of the total rate of
electrons tunneling into lead `, minus the total rate of
electrons tunneling out of lead `.40

The heat current going into lead ` is15,17,41

J`≡
〈∑

k

(ε`k − µ`)
dn̂`k
dt

〉
=
∑

mn

pm
(
W `←
mn −W `→

mn

)
,

(10)
where the rightmost form expresses the heat current in
terms of heat rates W (using a similar notation to that
for the tunneling rates).

The sequential-tunneling heat rate in lead ` is calcu-
lated as the tunneling rate multiplied by the energy of
the tunneling electron relative to the chemical potential
in the lead,

W
−→̀
`,mn = (∆mn − µ`)Γ

−→̀
mn,

W
←−̀
`,mn = (∆nm − µ`)Γ

←−̀
mn,

(11)

where the indices follow the notation of the tunneling
rates, and the additional subscript ` refers to the lead in
which the heat rate is calculated.

Analogously, the cotunneling heat rates into/out of the
leads are calculated a posteriori by multiplying the inte-
grand in the cotunneling rate by the energy of the tun-
neling electron relative to the chemical potential of the
lead. For example, for the nonlocal cotunneling process
between lead ` and `′, the (unregularized) heat rate in
lead ` reads

W̃
−→
`
←−
`′

`,mn =

∫
dε

2π~
γ`(ε)γ`

′
(ε−∆mn)f ` (ε)f̄ `

′
(ε−∆mn)

× (ε− µ`)
∣∣∣∣

1

∆vm + ε+ iη
+

1

∆v′n − ε+ iη

∣∣∣∣
2

,

(12)
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with the heat rate in lead `′, W̃
−→
`
←−
`′

`′,mn, given as above but

with (ε−µ`) replaced by (ε−∆mn−µ`′). The remaining
cotunneling heat rates follow similarly.

Whereas the calculation of charge currents involves the
electron-tunneling rates that enter the ME (3), and there-
fore does not require any additional steps once the ME
has been set up and solved, the heat currents must be cal-
culated via the heat tunneling rates in a post-processing
step, similar to the procedure in full density-matrix treat-
ments.20

IV. COMPARISON TO THE
LANDAUER-BÜTTIKER FORMALISM

In this section, we benchmark the approach by com-
paring the charge and heat currents in a spinless non-
interacting single-level QD system with those obtained
from the Landauer-Büttiker (LB) formalism (see Ref. 42
for a comparison of the electric current in the case of
equal temperatures in the leads). For non-interacting
systems, the LB result is exact. However, for the ther-
moelectric effects discussed in Sec. V, which require the
presence of strong Coulomb interaction, an alternative
method such as the ME approach is needed.

We consider a single-level QD coupled to two leads
` ∈ {A,B} (such as System 1 in Fig. 1 when decoupled
from System 2). For simplicity, we assume wide-band
lead couplings γ`(ε) = γ` in this case. The Hamiltonian
of the QD reduces to

Ĥdots = ε1ĉ
†
1ĉ1, (13)

with states labeled by the occupancy, |n1〉 ∈ {|0〉, |1〉}.
In the LB formalism, the electric current and heat cur-

rent going into lead A are given by,18,43

ILBA =
−e
h

∫
dε T (ε)[fB(ε)− fA(ε)], (14)

and

JLB
A =

1

h

∫
dε (ε− µA)T (ε)[fB(ε)− fA(ε)], (15)

respectively. For a non-interacting single-level QD, the
transmission function T (ε) is

T (ε) =
γAγB

(ε− ε1)2 + (γ/2)2
, (16)

where γ = γA + γB and we have omitted the tunneling-
induced energy shift, which is not captured by the T -
matrix approach.

The transport currents calculated with the two ap-
proaches with a finite bias and temperature difference
(TB = 2TA ≡ 2T ) between the leads are plotted in
Figs. 2(a) and 2(b) as a function of the gate voltage for
two different lead coupling strengths. To demonstrate the
importance of cotunneling processes, we have included

ME results based on sequential tunneling only (black dot-
ted curves) that do not depend on γ` in the units shown,
as well as sequential plus cotunneling (dashed curves).
The results based purely on sequential tunneling differ
significantly from the LB results unless γ` � kBT . How-
ever, for γ` < kBT , the ME results with cotunneling
are in excellent agreement with the LB formalism. For
γ` > kBT , which is outside the regime of validity of the
ME approach, the two approaches deviate as expected.

In the following discussion of thermoelectric effects, the
heat current is of particular interest. As seen in Fig.
2(b), when the dot level is above the electrochemical po-
tential in lead A, the heat current becomes negative (for
sufficiently small lead coupling strength). In this case,
electrons above the electrochemical potential tunnel out
of the lead and thereby cool the lead [cf. Eq. (10)].
Such cooling mechanisms due to energy-selective tun-
neling have been confirmed experimentally in metallic
QD systems.9,44 The energy-selective tunneling gives rise
to an asymmetry in the energy dissipation between the
source and drain leads that was recently observed in
molecular junctions.45

V. THERMOELECTRIC EFFECTS IN
COULOMB-COUPLED QDS

In the remaining part of the paper, we study the ther-
moelectric properties of the system illustrated in Fig. 1,
i.e., two single-level QDs with QD1 tunnel-coupled to
leads A and B and QD2 tunnel-coupled to lead C. The
CCQD system is described by the Hamiltonian

Ĥdots = ε1ĉ
†
1ĉ1 + ε2ĉ

†
2ĉ2 + Un̂1n̂2, (17)

0 5 10-5

J
A

[γ
`
(~
β
)−

1
]

I A
[1
0
−
1
eγ

`
~−

1
]

0

1

0

2

4
(a)

V1 [(eβ)−1]

(b)

-100 5 10-5

V1 [(eβ)−1]

-10

ME

LB

ME

LB

(0.2)

(0.2)

(1.0)

(1.0)

(γ`β)Method

ME, Seq.

FIG. 2. Comparison of the electric current (a) and heat cur-
rent (b) calculated with the ME and LB approaches. Currents
are plotted as function of gate voltage V1 for two different
lead coupling strengths γA = γB = γ` (energy-independent).
The ME result including only sequential tunneling is shown
for reference (black dotted), and the vertical dashed lines
mark the alignment of the dot level with the electrochemi-
cal potentials of leads A (left) and B (right). Parameters:
TB = 2TA ≡ 2/(kBβ), µA = 3β−1, µB = −3β−1, and
η = 10−3 β−1.
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where we have used the simplified notation U12 ≡
U , and the occupation states are |m〉 = |n1n2〉 ∈
{|00〉, |10〉, |01〉, |11〉}. We consider situations in which
a source-drain bias V is applied to System 1, µA =
µ0 + eV/2, µB = µ0 − eV/2 (we set µ0 = 0 for refer-
ence).

As pointed out above, we allow here for energy-
dependent lead couplings. For small bias voltages and
temperature differences compared to the energy scale at
which the lead couplings vary, it suffices to consider the
expansion of the lead couplings around their value at
µ0,46

γ`(ε) = γ`0 + (ε− µ0)∂γ`, (18)

where γ`0 = γ`(µ0), ∂γ` ≡ ∂γ`(ε)
∂ε |ε=µ0

.

A. Current and energy exchange

In Fig. 3(a) we show the electric current through QD1,
I ≡ IA = −IB , at low temperature kBT` = 10−2U (for
illustrative convenience) and bias eV = 0.3U as a func-
tion of gate detuning V2 − V1 and total gating V1 + V2
in the vicinity of the honeycomb vertex of the stability
diagram.47 Here, we initially assume energy-independent
lead couplings which is sufficient to get an overall un-
derstanding of the behavior of the system. The large
current near the degeneracy lines defined by ∆00,10 = 0
and ∆01,11 = 0 is due to sequential tunneling processes.
Away from these degeneracy lines where sequential tun-
neling is exponentially suppressed, cotunneling processes
give rise to a weak background current. At the degener-
acy line ∆10,01 = 0 connecting the two triple points at
(V1, V2) = (0, 0), (U,U), respectively, nonlocal cotunnel-
ing processes are responsible for the enhanced cotunnel-
ing current.27

The heat currents that accompany the electric current
are shown in Figs. 3(b)–3(d) for different temperatures
in the leads. Figure 3(b) shows the heat current in lead
A for kBT` = 0.1U . Near the degeneracy lines where
∆00,10 = 0 and ∆01,11 = 0 and only the occupation of
QD1 fluctuates, the heat current shows a behavior similar
to that in Fig. 2(b) for a single-level QD. However, at the
center of the stability diagram, Coulomb-mediated en-
ergy exchange due to the strong Coulomb interaction be-
tween the QDs becomes significant. This manifests itself
in a cooling of System 1 inside the region bounded by the
solid lines at the center of Fig. 3(b) (notice that the color
scale is dominated by the heat current with larger magni-
tude outside this region). From the heat current in lead
C shown in Fig. 3(c), the cooling of System 1 is seen to be
at the cost of heating System 2. This Coulomb-mediated
energy exchange between the two QD systems occurs in
spite of the fact that no electrons are exchanged, and
it is the driving force behind demon-induced cooling,9,10

energy harvesting,4,8,11,12 and Coulomb drag.26,27

A simple analytical result for the energy exchange can
be found when considering sequential tunneling processes
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FIG. 3. Electric current and heat currents. (a) Electric cur-
rent in System 1 as a function of gate detuning V2 − V1 and
total gating V2 + V1 at low temperature, kBT` = 10−2 U . (b)
Heat current in lead A, JA, at high temperature, kBT` =
10−1 U (contours indicate where JA and JB are zero). (c)
Heat current in lead C, JC , for kBT` = 10−1 U . (d) JC as
a function of temperature with (solid) and without (dashed)
cotunneling for the gate configurations marked in (c): eV1,2 =
0.5U (black circle) and eV1 = 0.4U , eV2 = 0.6U (blue tri-
angle). In plots (a)–(c), the degeneracy lines of the honey-
comb vertex are indicated with dotted lines. Parameters:
γA/B(ε) = 10−3 U , γC(ε) = 10−2 U , and eV = 0.3U .

only (indicated by the superscript s). In this case, the to-
tal heat currents in System 1, Js1 ≡ JsA+JsB , and System
2, Js2 ≡ JsC , become11

Js1 =
U

τs
(Γ+ − Γ−) +

µA − µB
e

Is, (19a)

Js2 =
U

τs
(Γ− − Γ+), (19b)

where Γ− ≡ Γ00,01Γ01,11Γ11,10Γ10,00 and Γ+ ≡
Γ00,10Γ10,11Γ11,01Γ01,00. The factor τs depends on the
various sequential tunneling rates, however it is merely a
normalization factor and is not reproduced here. The two
terms proportional to U in Eq. (19) describe the energy
exchange, whereas the last term in Eq. (19a) describes
the contribution from Joule heating in System 1. The
direction of the energy transfer is determined by the sign
of Γ− − Γ+. It is therefore convenient to consider the
ratio

Γ−

Γ+
= ΩeU(β2−β1), (20)

which describes whether energy is transferred from Sys-
tem 1 to 2 (Γ−/Γ+ > 1) or vice versa (Γ−/Γ+ < 1).48
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On the right-hand side of (20), we have taken βA/B = β1
and βC = β2, and have expressed the ratio in terms of an
exponential factor, which depends on the temperature in
System 1 and System 2, and

Ω ≡ (γA1 f
A
1 + γB1 f

B
1 )(γA0 f

A
0 e
−β1µA +γB0 f

B
0 e
−β1µB )

(γA0 f
A
0 +γB0 f

B
0 )(γA1 f

A
1 e
−β1µA +γB1 f

B
1 e
−β1µB )

,

(21)

which depends on the temperature and bias in System
1 only. The subscript 0 (1) in Eq. (21) indicates that
the corresponding function is evaluated at ∆00,10 (∆01,11)
[see Eqs. (6) and (7)].

The exponential factor in (20) shows that a tempera-
ture gradient between the two QD systems can generate a
net heat flow from the hot to the cold system. This is the
mechanism behind the heat engine studied in Ref. 11. On
the other hand, a closer inspection of the Ω factor reveals
that it is, in fact, possible to generate a net heat flow in
the opposite direction, i.e. from the cold to the hot sys-
tem, and this is the cause of the negative heat current
at the center of Fig. 3(b). This so-called demon-induced
cooling effect will be discussed further in Sec. V B below.

When the applied bias and temperature are small com-
pared to the interdot Coulomb interaction, eV, kBT � U ,
cotunneling processes start to dominate the heat currents
in the center of the stability diagram. This is demon-
strated in Fig. 3(d) which shows the heat current JC as a
function of temperature for the two different gate tunings
marked with symbols in Fig. 3(c). Considering sequen-
tial tunneling only (dashed curves), the heat current is
quenched at kBT � U as Γ01,11 and Γ10,00 in Γ− become
exponentially suppressed. This can also be understood
from the illustration in Fig. 4(a), which shows the se-
quence of sequential tunneling processes corresponding
to Γ−. However, nonlocal cotunneling processes allow
the system to fluctuate between the two states 10↔ 01,
as illustrated in Fig. 4(b), and thereby transfer heat be-
tween the systems. The nonlocal cotunneling channel is
open for |∆01,10| . max{|eV/2|, kBT}, and the associ-
ated heat current is thus also suppressed at low temper-
ature when ∆01,10 6= 0 as illustrated by the blue curve
(triangle) in Fig. 3(d). For zero detuning, ∆01,10 = 0
(circle), the nonlocal cotunneling rates, and hence also
the heat current, saturate at kBT � eV . In Sec. V B,
we demonstrate that nonlocal cotunneling processes have
a significant effect on the demon-induced cooling mecha-
nism.

B. Demon-induced cooling

The effect of cooling System 1 at the cost of heat-
ing System 2 has recently been discussed in the con-
text of a Maxwell’s demon, where System 2 plays the
role of the demon that performs the necessary feed-
back to cool System 1.9,10 To maximize the achievable
cooling power for refrigeration purposes,49 large tunnel-
ing rates, γ`(ε) ∼ kBT,U , are desirable [cf. Eq. (19)].

U

Γ
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C

01,10 Γ
−→
C
←−
B

10,01

U Γ
←−
C
11,10

Γ
←−
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10,00

Γ
−→
C
00,01

−1

0

1

J
1
[1
0
−
5
U

2 /
~]

Js
1

Jc
1

J1

(a) (b)

0.0 1.0

V [U/e]

(c)

Γ
−→
A
01,11

0.2 0.4 0.6 0.8

FIG. 4. Cooling cycle and effect of cotunneling. (a) Sequence
of sequential tunneling processes that cool System 1. The
positions of the dot levels when the other dot is empty (oc-
cupied) is illustrated with solid (dotted) lines. (b) Sequence
of nonlocal cotunneling processes. (c) Heat current J1 as a
function of bias voltage. The individual contributions from
sequential (Js

1 ) and cotunneling (Jc
1) are also shown. Param-

eters: eV1 = eV2 = U/2, γA/B(ε) = 10−3 U , γC(ε) = 10−2 U ,
and kBT = 0.1U .

However, large tunneling rates increase the contribution
from higher-order tunneling processes, thus emphasizing
the importance of including cotunneling processes in the
analysis.

In the following, we consider the case of uniform tem-
perature T` ≡ T whereby the exponential factor in (20)
becomes unity. This allows us to focus on the Ω factor
in the optimization of the performance. Equation (19)
shows that the cooling mechanism is governed by Γ−

since, as illustrated in Fig. 4(a), in a full sequential cycle
an amount of energy U is transferred from System 1 to
System 2, thereby cooling System 1. In the following, we
discuss how to increase the cooling power by maximiz-
ing the success rate for completing the cooling cycle in
Fig. 4(a).

1. Cotunneling limitations

Although the cycle of nonlocal cotunneling processes
illustrated in Fig. 4(b) gives the same net transfer of
electrons as the sequential tunneling cycle in Fig. 4(a),
the net energy transfer is different for the two cases. As
illustrated, in a cotunneling process also electrons below
(above) the electrochemical potential can tunnel out of
lead A (into lead B), and thus reduce the demon-induced
cooling effect.

In Fig. 4(c), we show the heat current J1 = JA + JB
together with its individual contributions from sequential
(Js1 ) and cotunneling (Jc1) processes. Overall, System
1 cools at low bias, while at higher bias, Joule heating
becomes dominant. The minimum in J1 as a function of
bias voltage is referred to as the maximum cooling power,
J1,max ≡ min J1(V ). As the figure shows, cotunneling
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FIG. 5. Maximum cooling power, J1,max, as a function of
the lead coupling strengths for energy-independent couplings.
(a) Sequential tunneling, and (b) sequential plus cotunneling.
Parameters: eV1 = eV2 = U/2 and kBT = 0.1U .

reduces the maximum cooling power.
Figure 5 shows how the maximum cooling power J1,max

scales with the lead coupling strengths. As the figure
demonstrates, the rates must satisfy γC > γA/B to en-
sure that System 2 acts sufficiently fast to perform the
desired feedback such that the cooling cycle in Fig. 4(a)
is completed when an electron tunnels between leads A
and B.49 In the region of large cooling power, cotunneling
processes start to become important, and hence there is
a trade-off between sequential tunneling which improves
the cooling effect, and nonlocal cotunneling, which lim-
its the effect. In addition, the area in the lead coupling
parameter space where refrigeration is possible is also re-
duced when cotunneling is included.

2. Performance boosting

Here we demonstrate that energy-dependent lead cou-
plings can enhance the demon-induced cooling power sig-
nificantly. We restrict the discussion to lead couplings
with a linear energy dependence [cf. Eq. (18)].

By inspecting the Ω factor in Eq. (21), we find that
for µA > µB , the configuration illustrated in the inset of
Fig. 6, where γA0 , γB1 are reduced compared to γA1 , γB0 ,
boosts the Ω factor (and thereby Γ−/Γ+). This results
in an enhancement of the cooling power by suppressing
tunneling between leads A and B via two sequential tun-
neling processes, while at the same time promoting the
processes of the cooling cycle in Fig. 4(a).

In Fig. 6 we show the maximum cooling power as a
function of temperature for different situations for the
energy dependence of the lead couplings, from the top
(black) curve showing the result for energy independent
lead couplings, to increasing energy dependence, i.e., in-
creasing |∂γA/B |, towards the bottom (light blue) curve.
When tuning the energy dependence of the lead cou-
plings, a significant enhancement of the cooling power
is achieved. Again, the effect of cotunneling processes is
to reduce the attainable cooling power (solid lines) rela-
tive to the cooling power obtained when only considering

sequential tunneling processes (dashed lines).

VI. CONCLUSIONS

In summary, we have studied thermoelectric effects in
CCQD systems with a T -matrix based master-equation
approach for the calculation of charge and heat currents.
The method (i) treats incoherent sequential tunneling
processes and coherent cotunneling processes on an equal
footing, and (ii) can account for energy-dependent tunnel
couplings to the leads. Both are important for quantita-
tive predictions and optimization of the thermoelectric
properties of CCQDs.

To benchmark the master-equation method, we consid-
ered a non-interacting single-level QD coupled to source
and drain leads for which the Landauer-Büttiker formal-
ism is exact. In the regime of validity of our method, i.e.
small tunnel couplings to the leads, γ < kBT , we demon-
strated excellent agreement with the results from the
Landauer-Büttiker method when cotunneling processes
are included in the master equation.

Furthermore, we studied the effect of cotunneling pro-
cesses and energy-dependent lead couplings on the ther-
moelectric properties of a CCQD system consisting of two
QDs exhibiting a Maxwell’s demon-like cooling mecha-
nism.9,10 First of all, we showed that cotunneling pro-
cesses reduce the cooling effect since they do not share
the delicate energy selectivity inherent to sequential tun-
neling processes. This results in a significant reduction of
the achievable cooling power compared to the sequential
tunneling result when the lead couplings are increased

A B

kBT [U ]

J
1
,m

a
x
[1
0
−
5
U

2 /
~]

−3

−2

−1

0

0.4 0.80.0

J1,max

Js
1,max

0.6 1.00.2

FIG. 6. Performance boosting with energy-dependent lead
couplings. Maximum cooling power as function of tempera-
ture for different lead coupling strengths: ∂γA = −∂γB =

xγ
A/B
0 /U (sketched in the inset), with x = 0 (black) to x = 1

(light blue) in steps of 0.2. The full (dashed) lines show
the result obtained with (without) cotunneling. Parameters:

γC(ε) = 10−2 U , γ
A/B
0 = 10−3 U , eV1 = eV2 = U/2, and

η = 10−4 U .
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to maximize the cooling power from sequential tunnel-
ing processes. Secondly, we demonstrated that it is pos-
sible to boost the cooling power significantly via other
means by introducing energy-dependent lead couplings
and properly tuning their energy dependence. In this
case, we showed that cotunneling still reduces the cool-
ing power significantly, thus emphasizing the importance
of cotunneling processes in quantitative analyses.

Applying the methodology to other mesoscopic sys-
tems allows for testing of new thermoelectric device ideas
beyond sequential tunneling estimates, as well as for im-
proved comparison with experiments.
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Appendix A: Cotunneling rates and regularization
procedure

The rate for elastic cotunneling through a single-level
QD is given by

Γ̃
−→
`
←−
`′

mm =

∫
dε

2π~
γ`(ε)γ`

′
(ε)f ` (ε)f̄ `

′
(ε)

∣∣∣∣
1

∆vm ± ε+ iη

∣∣∣∣
2

,

(A1)

where v refers to the virtually occupied intermediate
state created in the process in which an initially empty
level is filled (+ε) or an initially filled level is emptied
(−ε).

In pair-cotunneling processes, two electrons tunnel si-
multaneously out of (into) the QD system and into (out
of) the leads ` and `′. The rate for such processes takes
the form

Γ̃
←−
`
←−
`′

mn =

∫
dε

2π~
γ`(ε)γ`

′
(∆nm − ε)f̄ `(ε)f̄ `

′
(∆nm − ε)

×
∣∣∣∣

1

∆vm − ε+ iη
+

1

∆v′n + ε+ iη

∣∣∣∣
2

, (A2)

where v (v′) refers to the virtually occupied intermediate
state in a process in which an electron initially tunnels
from the QD system and into lead ` (`′). Similarly,

Γ̃
−→
`
−→
`′

mn =

∫
dε

2π~
γ`(ε)γ`

′
(∆mn − ε)f `(ε)f `

′
(∆mn − ε)

×
∣∣∣∣

1

∆vn − ε+ iη
+

1

∆v′m+ ε+ iη

∣∣∣∣
2

, (A3)

where v (v′) refers to the virtually occupied intermediate
state in a process in which an electron initially tunnels
from lead `′ (`) and into the QD system.

The bare cotunneling rates are formally divergent in
the limit η → 0. The divergence stems from factors in-
volving |x+ iη|−2, x, η ∈ R. Using that29

∣∣∣∣
1

x+ iη

∣∣∣∣
2

→ π

η
δ(x) + P 1

x2
, η → 0+, (A4)

where P denotes the principal value, we can identify the
divergent contributions, e.g. from Eq. (8),

Γ̃
−→
`
←−
`′

mn →
~
2η

(
Γ
−→
`
mvΓ

←−
`′
vn + Γ

←−
`′
mv′Γ

−→
`
v′n

)
+ Γ

−→
`
←−
`′

mn , (A5)

where Γ
−→
`
←−
`′

mn denotes the regularized cotunneling rate, and
we have used the fact that the cross-terms from the ab-
solute squared in Eq. (8) do not contribute to any di-
vergences. The divergent contribution is proportional to
products of two sequential tunneling rates. These corre-
spond to two energy-conserving (sequential) transitions
that can be identified with the intermediate processes in
the cotunneling process. The sum is over the possible
sequences of intermediate transitions. Similarly, for the
cotunneling heat rates, e.g. Eq. (12),

W̃
−→
`
←−
`′

`,mn→
~
2η

[
W
−→
`
`,mvΓ

←−
`′
vn + Γ

←−
`′
mv′W

−→
`
`,v′n

]
+W

−→
`
←−
`′

`,mn, (A6)

or the corresponding heat rate in lead `′,

W̃
−→
`
←−
`′

`′,mn→
~
2η

[
Γ
−→
`
mvW

←−
`′
`′,vn +W

←−
`′
`′,mv′Γ

−→
`
v′n

]
+W

−→
`
←−
`′

`′,mn. (A7)

We apply the regularization scheme in Ref. 29 and sub-
tract the terms scaling as η−1.

In the case of identical temperatures in the leads, using
the identity f(ε1)[1 − f(ε2)] = n(ε1 − ε2)[f(ε2) − f(ε1)],
where f(ε) is the Fermi-Dirac distribution and n(ε) is the
Bose-Einstein distribution, the cotunneling rates can be
written in the form

I =

∫ ∞

−∞
dεP (ε)

[
f `
′
(ε)− f `(ε+ ∆3)

]

×
∣∣∣∣

k1
ε−∆1 + iη

+
k2

∆2 − ε+ iη

∣∣∣∣
2

, (A8)

where P (ε) is assumed to be a polynomial, P (ε) =∑n
i=0 ciε

n, of maximum order n = 2 for k1 − k2 6= 0
and n = 4 for k1−k2 = 0 to ensure that the result below
is well-defined. The derivation is in line with the one in
Ref. 27, and the integral becomes
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I =k21P
′(∆1)Re

[
ψ−`′ (∆1)− ψ−` (∆1 + ∆3)

]
+
k21β

2π
P (∆1)Im

[
ψ−1`′ (∆1)− ψ−1`(∆1 + ∆3)

]

+ k22P
′(∆2)Re

[
ψ−`′ (∆2)− ψ−` (∆2 + ∆3)

]
+
k22β

2π
P (∆2)Im

[
ψ−1`′ (∆2)− ψ−1`(∆2 + ∆3)

]

− 2k1k2
∆1 −∆2

(
P (∆1)Re

[
ψ−`′ (∆1)− ψ−` (∆1 + ∆3)

]
− P (∆2)Re

[
ψ−`′ (∆2)− ψ−` (∆2 + ∆3)

])
+R+O(η−1) +O(η),

(A9)

where

ψ(1)
±
`

(ε) ≡ ψ(1)

(
1

2
± i β

2π
(ε− µ`)

)
, (A10)

with ψ (ψ1) being the digamma (trigamma) function, and

R =

{
c2(µ`′ − µ` + ∆3)(k1 − k2)2, k1 − k2 6= 0,
c4(µ`′ − µ` + ∆3)k21(∆1 −∆2)2, k1 − k2 = 0.

(A11)

The term O(η−1) is omitted by regularization before tak-
ing the limit η → 0. For kBT < γ (outside the regime
of validity), the failure of the approach is seen as a log-

arithmic divergence of the digamma functions near the
degeneracy points.

In studies of thermoelectric effects where different lead
temperatures as well as more general energy dependence
of the lead couplings become relevant, one must turn to
a numerical procedure. In this case, we evaluate the co-
tunneling integrals numerically with a small but finite η,
and subsequently subtract contributions of order η−1 as
shown in, e.g., Eqs. (A5)–(A7). In particular, we have
applied the numerical procedure in Figs. 2 and 6, and
we have stated the values of η in the figure captions.
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22 A.-M. Daré and P. Lombardo, “Powerful Coulomb drag
thermoelectric engine,” (2017), arXiv:1704.04064.

23 H. Bruus and K. Flensberg, Many-body Quantum Theory
in Condensed Matter Physics (Oxford University Press,



10

2004).
24 J. Waissman, M. Honig, S. Pecker, A. Benyamini,

A. Hamo, and S. Ilani, “Realization of pristine and lo-
cally tunable one-dimensional electron systems in carbon
nanotubes,” Nature Nanotech. 8, 569 (2013).

25 Y. Zhang, G. Lin, and J. Chen, “Three-terminal quantum-
dot refrigerators,” Phys. Rev. E 91, 052118 (2015).
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Electron waiting times are an important concept in the analysis of quantum transport in nano-scale
conductors. Here we show that the statistics of electron waiting times can be used to characterize
Cooper pair splitters that create spatially separated spin-entangled electrons. A short waiting
time between electrons tunneling into different leads is associated with the fast emission of a split
Cooper pair, while long waiting times are governed by the slow injection of Cooper pairs from a
superconductor. Experimentally, the waiting time distributions can be measured using real-time
single-electron detectors in the regime of slow tunneling, where conventional current measurements
are demanding. Our work is important for understanding the fundamental transport processes in
Cooper pair splitters and the predictions may be verified using current technology.

Introduction.— Quantum technologies that exploit
non-classical phenomena such as the discreteness of phys-
ical observables, coherent superpositions, and quantum
entanglement promise solutions to current challenges in
communication, computation, sensing, and metrology [1].
For solid-state quantum computers, an important build-
ing block is a device that can generate pairs of entangled
electrons [2]. In one prominent approach, Cooper pairs
in a superconductor are converted into spatially sepa-
rated electrons that preserve the entanglement of their
spins [3, 4]. Cooper pair splitters have been realized in
architectures based on superconductor–normal-state hy-
brid systems [5–7], InAs nanowires [8–11], carbon nan-
otubes [12–16], and recently graphene structures [17–19].

The efficiency of Cooper pair splitters can be deter-
mined using conductance measurements [8–17]. For some
setups, the efficiency is approaching unity [10, 14], in-
dicating that Cooper pair splitters may be suited for
electronics-based quantum technologies. One may now
hope to detect the entanglement of the outgoing elec-
trons by measuring the cross-correlations of the currents
in the output channels [10, 20–22]. However, while these
approaches are based on conventional current measure-
ments, recent progress in the real-time detection of single
electrons is opening another promising avenue for under-
standing quantum transport in nano-scale devices [23].

In this Letter we propose to characterize Cooper pair
splitters using the distribution of electron waiting times.
The electron waiting time is the time that passes between
subsequent tunneling events. Waiting time distributions
(WTDs) have in recent years been investigated theoret-
ically for quantum transport in quantum dots [24–38],
mesoscopic conductors [39–46], and superconducting de-
vices [47–51]. Moreover, in a very recent experiment, the
distribution of electron waiting times was measured for
a quantum dot [52]. Here, we show that the WTD is a
sensitive tool to understand the working principle of the
Cooper pair splitter in Fig. 1(a). As we discuss below,
WTDs such as those in Fig. 1(b) and (c) provide clear
signatures of the Cooper pair splitting. Specifically, the

Figure 1. Electron waiting times of a Cooper pair split-
ter. (a) Two QDs are coupled to a superconducting source
of Cooper pairs and two normal-metal drains. A tunneling
event (star) starts the clock, which symbolizes the measure-
ment scheme based on single-electron detectors [23, 52–54].
A subsequent tunneling event stops it. WTDs for tunneling
into the same/different leads are shown in panels (b) and (c).
The WTDsWji(τ) [Wex

ji (τ)] are evaluated using Eq. (4) [(5)].
Parameters are ξ := γL = γR = 10γ, γCPS = γEC = γ, and
εL = εR = 0. Dashed lines are exponentials with decay rates ξ
(grey) and 2γ2

CPS/ξ (black). Corresponding to the recent ex-
periments, the rate γ would be on the order of kilo-hertz, and
the waiting times would be in the millisecond range [52–54].

splitting of Cooper pairs is associated with a large peak
at short times in the WTD for tunneling into different
drains, Fig. 1(c). This information is complementary to
what can be learned from conventional current and noise
measurements. In addition, with the ability to detect
single electrons participating in Andreev tunneling across
normal-state–superconductor interfaces [53, 54], a mea-
surement of the electron waiting times in a Cooper pair
splitter appears feasible with current technology. More
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precisely, in the recent experiment on WTDs, the typi-
cal waiting times were on the order of milliseconds [52],
which corresponds well to the kilo-hertz tunneling rates
reported in Refs. [53, 54]. Importantly, such low tunnel-
ing rates do not produce electrical currents that can be
measured using standard techniques. On the other hand,
the tunneling of electrons can be detected in real-time,
and the distribution of waiting times can be measured.

Cooper pair splitter.— The Cooper pair splitter con-
sists of two quantum dots (QDs) coupled to a supercon-
ductor and two normal leads [4]. The grounded super-
conductor acts as a source of Cooper pairs. The neg-
atively biased leads serve as drains for electrons in the
QDs. Coulomb interactions are so strong that each QD
cannot be occupied by more than one electron at a time.
With a large superconducting gap, we may focus on the
subgap transport (the working regime is specified below).
The superconductor can then be included in an effective
Hamiltonian of the QDs reading [55–61]

ĤQDs =
∑

`σ

ε` d̂
†
`σd̂`σ − γEC

∑

σ

(
d̂†Lσd̂Rσ + h.c.

)

− γCPS√
2

(
d̂†L↓d̂

†
R↑ − d̂

†
L↑d̂
†
R↓+ h.c.

)
,

(1)

Here, the operator d̂†`σ (d̂`σ) creates (annihilates) an elec-
tron in QD`, ` ∈ {L,R} with spin σ ∈ {↑, ↓} and energy
ε` relative to the chemical potential of the superconduc-
tor, µS = 0. The amplitudes γCPS and γEC correspond to
Cooper pair splitting (CPS) and elastic cotunneling (EC)
processes, respectively, and can be expressed in terms of
microscopic parameters following Ref. [55]. We have ex-
cluded direct coupling between the QDs as in the exper-
iment of Ref. [17], but such processes can easily be in-
corporated within our formalism. In the CPS processes,
a Cooper pair in the superconductor is converted into
two spin-entangled electrons in a singlet state with one
electron in each QD, or vice versa. Such processes are
favored when the empty state of the QDs is energetically
degenerate with the doubly occupied state, εL + εR = 0
[62–65]. In the spin-preserving EC processes, an electron
in one of the QDs is transferred via the superconductor
to the other QD. These processes are on resonance when
the QD levels are energetically aligned, εL = εR.

Transport through each QD is described by resonant
tunneling and must be treated to all orders in the cou-
pling to the leads. When the resonant level is deep inside
the transport energy window, the transport can be de-
scribed by a Markovian quantum master equation for the
reduced density matrix ρ̂ of the QDs (with ~ = 1) [55, 66]

d

dt
ρ̂ = Lρ̂ = −i[ĤQDs, ρ̂] +Dρ̂. (2)

Here, the Liouvillian L describes both coherent processes
governed by ĤQDs, and incoherent single-electron jumps

to the normal metals captured by the Lindblad dissipator

Dρ̂ =
∑

`σ

γ`

[
d̂`σρ̂d̂

†
`σ −

1

2
{ρ̂, d̂†`σd̂`σ}

]
. (3)

We take the rate γ` at which electrons leave via lead `
to be independent of the spin. To summarize, we work
in the regime U,∆� |V | � ε`, γ`, γCPS, γEC, where U is
the Coulomb interaction energy, ∆ is the superconduct-
ing gap, and V is the negative voltage. Due to the large
negative bias, the electron transport from the QDs to the
drain electrodes is unidirectional and the thermal smear-
ing of the distribution functions in the leads becomes
unimportant. Thus, the temperature can be considered
as the smallest energy-scale in the system.

Electron waiting times.— We characterize the Cooper
pair splitter by the distribution of electron waiting times.
Given that an electron with spin σ has just tunneled into
lead `, the electron waiting time τ is the time that passes
until another electron with spin σ′ tunnels into lead `′.
The electron waiting time is a fluctuating quantity that
must be characterized by a probability distribution. The
terms in Eq. (3) of the form J`σρ̂ ≡ γ` d̂`σρ̂d̂

†
`σ describe

incoherent tunneling processes in which an electron with
spin σ in QD` tunnels into lead `. The distribution of
waiting times between transitions of type i = `σ and
j = `′σ′ can then be expressed as [24, 44, 67]

Wji(τ) =
Tr[Jje(L−Jj)τJiρ̂S ]

Tr[Jiρ̂S ]
, (4)

where ρ̂S is the stationary density matrix given as the
normalized solution to the equation Lρ̂S = 0. The ex-
pression above for the WTD can be understood as fol-
lows: after a transition of type i has occurred, the system
is evolved until the next transition of type j happens.
The denominator ensures that the WTD is normalized
to unity when integrated over all possible waiting times.

Figures 1(b) and 1(c) show WTDs for transitions into
the same lead and different leads, respectively. Experi-
mentally, transitions between different charge states can
be monitored using charge detectors that measure the
occupation of each QD [23, 52–54]. In Fig. 1(b), we
consider the waiting time between transitions into the
left lead. Here, the coupling to the drain electrodes is
much larger than the coupling to the superconductor,
γL, γR � γCPS, γEC. As the QDs cannot be doubly-
occupied, the WTD is strongly suppressed at short times,
τ � γ−1

CPS, and vanishes completely at τ = 0, since simul-
taneous transitions into the same lead are not possible.
At long times, the WTD is governed by the slow refill-
ing of the left QD and the subsequent tunneling of an
electron into the left lead. This WTD resembles what
one would expect for single-electron tunneling through a
single QD without any Cooper pair splitting [24].

A very different picture emerges from the waiting time
between transitions into different leads. In Fig. 1(c), the
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Figure 2. Spin-resolved WTDs. (a) Spin-revolved WTDs for
tunneling into the same lead. (b) Spin-revolved WTDs for
tunneling into different leads. In (a) and (b), the parameters
are γL = γR ≡ 10γ, γCPS = γEC = γ, and εL = −εR = 10γ.
(c) Spin-revolved WTDs for tunneling into the same lead with
same parameters except that εL = εR = 0. (d) The branching
ratio in Eq. (7) corresponding to the WTDs in panel (b).

splitting of a Cooper pair is signaled by a large peak in
the WTD at short times, τ � γ−1

CPS. In this case, the tun-
neling of an electron into the left lead is quickly followed
by a transition into the right lead on a time-scale given by
the coupling to the right lead, γ−1

R . The slow decay of the
WTD describes the waiting time between electrons orig-
inating from different Cooper pairs. This WTD clearly
reflects the non-local nature of the CPS processes and
it carries information about the short waiting times be-
tween electrons from the same Cooper pair and the long
waiting times between electrons originating from differ-
ent Cooper pairs. Experimentally, a measurement of the
WTD in Fig. 1(c) would constitute a strong evidence of
efficient Cooper pair splitting.

Exclusive WTDs.— To better understand the time-
scales that enter the WTDs, we introduce exclusive
WTDs. Again, we consider the waiting time that passes
between transitions of types i and j. However, we now
exclude cases, where any other transitions occur during
the waiting time. This WTD is then defined as [24, 47]

Wex
ji (τ) =

Tr[JjeL
exτJiρ̂S ]

Tr[Jiρ̂S ]
, (5)

where Lex = L −∑k Jk removes all possible transitions
from the full time evolution given by L. In contrast to the
WTD in Eq. (4), the exclusive WTD is only normalised
upon integrating over all waiting times and summing over
all types of final events. Due to its simpler structure,
the exclusive WTD can be evaluated analytically. For

example, with γL = γR = ξ and εL = −εR = ε, we find

Wex
`σ,`′σ(τ) =

ξ

2
e−ξτα2

CPS[1− cos (ωCPSτ)] ,

Wex
`σ,`σ̄(τ) =ξe−ξτα2

EC[1− cos(ωECτ)] +Wex
`σ,`σ(τ),

Wex
`σ, ¯̀̄σ(τ) =

ξ

2
e−ξτ + 2Wex

`σ,`σ(τ)−Wex
`σ,`σ̄(τ),

(6)

with L̄ = R and ↑̄ =↓ and vice versa, and we have identi-
fied the frequencies ωCPS = 2

√
γ2

CPS − (ξ/2)2 and ωEC =

2
√
γ2

EC + ε2 associated with the coherent CPS and EC
processes and introduced the ratios αCPS = γCPS/ωCPS

and αEC = γEC/ωEC. If γCPS � γL, γR, the WTD ex-
hibits oscillations with frequency ωCPS ' 2γCPS. By
contrast, for γCPS � γL, γR, the frequency becomes
imaginary and now rather corresponds to an exponen-
tial decay. In Fig. 1, we show the exclusive WTDs
Wex
``′(τ) =

∑
σ,σ′Wex

`σ,`′σ′(τ)/2. For short times, we

have Wex
LL(τ) ' (ωCPSτ)2. By contrast, for the WTD

in Fig. 1(c) the short-time behavior Wex
RL(τ) ' e−ξτ is

governed by the escape rate, while the long-time decay
Wex
RL(τ) ' e−2τγ2

CPS/ξ also involves the CPS amplitude.

Spin-resolved WTDs.— The splitting of Cooper pairs
can be identified in the charge-resolved WTDs as we
saw in Fig. 1(c). Still, further information can be ob-
tained from the spin-resolved WTDs. Experimentally,
one might measure spin-resolved WTDs using ferromag-
netic detectors [58, 68–70]. In Fig. 2, we show WTDs
that are resolved with respect to the spin degree of free-
dom. In Figs. 2(a) and (b), the levels are detuned so
that only CPS processes are on resonance. Again, the
WTDs for transitions into the same lead show essentially
no signatures of the CPS processes. By contrast, the
CPS processes can be identified in the WTD in Fig. 2(b)
for transitions into different leads. Here, the CPS pro-
cesses show up as a large enhancement at short times in
the WTD for opposite spins. Due to the splitting of a
Cooper pair, the tunneling of a spin-up electron into the
left lead is likely followed by the tunneling of a spin-down
electron into the right lead. A similar enhancement is not
found for electrons with the same spin, since they must
originate from different Cooper pairs.

In Fig. 2(c), both the CPS and EC processes are tuned
into resonance. The combination of these processes lead
to an enhancement at intermediate times in the WTD
for electrons with opposite spins tunneling into the same
lead. In this case, two electrons from a Cooper pair can
exit into the same drain due to a spin-preserving EC
process that transfers the second electron from the right
to the left QD before it exits via the left drain. This
is not possible for electrons with the same spin, since
they cannot originate from the same Cooper pair, and
the corresponding WTD is not enhanced in a similar way.

Importantly, from the spin-resolved WTDs, we can
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Figure 3. Coherent oscillations. (a) Spin-revolved WTDs for
tunneling into the same lead. (b) Spin-revolved WTDs for
tunneling into different leads. In both panels, the parameters
are γL = γR ≡ 0.1γ, γCPS = γEC = γ, and εL = −εR = 10γ.

evaluate the branching ratio of the spins defined as

RR↓,L↑(τ) ≡ WR↓,L↑(τ)

WR↓,L↑(τ) +WR↑,L↑(τ)
. (7)

The branching ratio is the probability that two electrons,
which tunnel into different leads separated by the wait-
ing time τ , have opposite spins. Figure 2(d) shows that
it is highly probable that electrons separated by a short
waiting time have opposite spins and they likely origi-
nate from the same Cooper pair. This finding is impor-
tant since it allows us to conclude that the large peak in
Fig. 1(c) with near-unity probability corresponds to op-
posite spins originating from the same Cooper pair [71].

Until now, we have assumed that the coupling to the
drains is much larger than the coupling to the supercon-
ductor. This regime may be most attractive for efficient
Cooper pair splitting, since the split pair of electrons is
quickly transferred to the drains. However, the oppo-
site regime, γCPS, γEC � γL, γR, is also interesting. In
Fig. 3, the rate of escape to the drains is so slow that
several coherent oscillations between the QDs and the
superconductor can be completed [24, 28, 47]. As dis-
cussed after Eq. (6), the frequency of the oscillations is
given by ωCPS ' 2γCPS.

Joint WTDs.— The WTDs concern waiting times be-
tween subsequent tunneling events. However, they do not
describe correlations between consecutive waiting times.
Such correlations can be characterized by evaluating the
joint distribution of electron waiting times [44, 49, 72]

Wkji(τ1, τ2) =
Tr[Jke(L−Jk)τ2Jje(L−Jj)τ1Jiρ̂S ]

Tr[Jiρ̂S ]
, (8)

which generalizes Eq. (4) to subsequent waiting times
between transitions of type i, j, and k. For uncorre-
lated waiting times, the joint distribution factorizes as
Wkj(τ2)Wji(τ1) in terms of the individual WTDs. Cor-
relations can be quantified by the correlation function

∆Wkji(τ1, τ2) =
Wkji(τ1, τ2)−Wkj(τ2)Wji(τ1)

Wkj(τ2)Wji(τ1)
, (9)

which is positive (negative) for positively (negatively)
correlated waiting times and zero without correlations.
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Figure 4. Joint WTDs and correlation functions. In panels (a)
and (b), the parameters are γL = γR = 10γ, γCPS = γEC ≡ γ,
and εL = εR = 0. In panels (c) and (d), the parameters are
γL = γR = 0.1γ, γCPS = γEC = γ, and εL = εR = 0.

Figure 4 shows joint WTDs and correlation func-
tions for electrons arriving in different leads. In pan-
els (a) and (b), the coupling to the drains is much larger
than the coupling to the superconductor. We see that
a short waiting time is likely followed by a long waiting
time, but unlikely followed by another short waiting time.
A short waiting time corresponds to two electrons origi-
nating from the same Cooper pair, while a long waiting
time is given by the slow refilling of the QDs by a split
Cooper pair. The observed correlations reflect that the
two processes, i.e. emission into the drains and refilling
from the superconductor, follow one after another. A
similar behavior is seen in panels (c) and (d), where the
coupling to the superconductor is the largest. However,
now the rate of escape to the drains is so slow that coher-
ent oscillations between the QDs and the superconductor
have time to form, giving rise to the oscillatory pattern
in the joint WTD and the correlation function.

Conclusions.— We have proposed to use waiting time
distributions to characterize Cooper pair splitters. The
non-local nature of the Cooper pair splitting can be
clearly identified in the distribution of waiting times.
Based on the recent progress in the real-time detection
of Andreev tunneling, we expect the predictions to be
accessible in future experiments. Specifically, a measure-
ment of the WTD would constitute a strong evidence
of efficient Cooper pair splitting in the regime of slow
tunneling, where conventional current measurements are
demanding. Theoretically, it would be interesting to for-
mulate a Bell-like inequality for the waiting times to cer-
tify the entanglement of the split Cooper pairs.
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pairs in cross correlations of a highly transparent normal
metal-superconductor-normal metal electron-beam split-
ter,” Phys. Rev. B 88, 094517 (2013).

[65] I. A. Sadovskyy, G. B. Lesovik, and V. M. Vinokur,
“Unitary limit in crossed Andreev transport,” New J.
Phys. 17, 103016 (2015).

[66] Sh. Gurvitz, “Wave-function approach to Master equa-
tions for quantum transport and measurement,” Front.
Phys, 12, 120303 (2016).

[67] H. J. Carmichael, S. Singh, R. Vyas, and P. R. Rice,
“Photoelectron waiting times and atomic state reduction
in resonance fluorescence,” Phys. Rev. A 39, 1200 (1989).

[68] O. Malkoc, C. Bergenfeldt, and P. Samuelsson, “Full
counting statistics of generic spin entangler with quan-
tum dot-ferromagnet detectors,” Europhys. Lett. 105,
47013 (2014).

[69] P. Busz, D. Tomaszewski, and J. Martinek, “Spin corre-
lation and entanglement detection in Cooper pair split-
ters by current measurements using magnetic detectors,”
Phys. Rev. B 96, 064520 (2017).
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A saddle point plus fluctuations analysis of the periodically driven half-filled two-dimensional
Hubbard model is performed. For drive frequencies below the equilibrium gap, we find discontinuous
transitions to time-dependent solutions. A highly excited, generically non-thermal distribution of
magnons occurs even for drive frequencies far above the gap. Above a critical drive amplitude,
the low-energy magnon distribution diverges as the frequency tends to zero and antiferromagnetism
is destroyed, revealing the generic importance of collective mode excitations arising from a non-
equilibrium drive.

The rapid development of stable, high-intensity, radi-
ation sources has opened up new experimental horizons
for non-equilibrium control of material properties by ap-
plication of tailored radiation fields [1–3]. An applied
radiation field affects a material in two fundamentally
different ways: by changing the Hamiltonian, and cre-
ating excitations. The former, commonly referred to as
“Floquet engineering”, offers an exciting route towards
engineering new phases of driven matter [4–17]. In some
cases (e.g. integrable models with collisionless dynamics)
mode excitation can lead to novel dynamical phases [18].
However, in the generic situation, if too many excita-
tions are created, the interesting phases can be desta-
bilized [19–22]. The general consensus in the field has
been that if the drive frequency is sufficiently detuned
from the electronic transition energies, excitations may
be neglected, allowing a focus on “Floquet engineering”
aspects.

In this paper we investigate the physics of ac driven
systems with drive frequency detuned from electronic
transitions via a theoretical study of the properties of
the Hubbard model. This model is one of the paradig-
matic systems of theoretical condensed matter physics,
capturing the essential physics of electronic ordering and
collective modes. We focus on the effect of the ac drive
on the antiferromagnetic phase and the associated col-
lective modes. We find that even in the ‘detuned case’,
in which the ac drive does not produce a significant den-
sity of quasiparticle excitations, a highly non-equilibrium
collective mode distribution is produced, with a remark-
able dependence on the drive amplitude suggestive of a
dynamical quantum phase transition. Above a critical
drive amplitude, the non-equilibrium distribution of col-
lective modes leads to a destruction of long-ranged anti-
ferromagnetic order, possibly even for dimensions higher
than two. These findings suggest that collective mode
distribution effects may be important more broadly in

the physics of Floquet-driven phases.
Model.— We consider the situation sketched in Fig. 1:

the half-filled two-dimensional square-lattice Hubbard
model with nearest-neighbor hopping, repulsive interac-
tion, brought out of equilibrium via an applied electro-
magnetic field, and tunnel-coupled to a metallic reservoir
to allow the system to reach a non-equilibrium steady
state. The Hamiltonian is

Ĥ =
∑

kσ

εk(t)ĉ†kσ ĉkσ + U
∑

i

n̂i↑n̂i↓ + Ĥres, (1)

where εk(t) is the electron dispersion and U the on-site

repulsion. The operator ĉ†iσ creates an electron of spin
σ at site i of a two-dimensional lattice of unit lattice
constant, c†kσ is its Fourier transform in the first Brillouin

zone, and n̂iσ = ĉ†iσ ĉiσ. Ĥres is a weak tunnel coupling to
an infinite-bandwidth reservoir with flat density of states
[23] giving rise to a constant inverse electron lifetime,
Γ (see Eq. (4) below). We set the chemical potential
corresponding to half filling, set ~ = kB = e = 1, and
include the electric field via the Peierls substitution with
vector potential Ax,y(t) = −E sin(Ωt)/Ω:

εk(t) = −2t̃ {cos[kx +Ax(t)] + cos[ky +Ay(t)]} . (2)

Henceforth, all energies are given in units of the nearest-
neighbor-hopping matrix element t̃.

The equilibrium properties of the model are well under-
stood [24–26]: The ground state is antiferromagnetically

1

x
y

z

FIG. 1. Sketch of an antiferromagnetically ordered strongly
correlated film (top layer, with spins indicated) driven by a
radiation field and in contact with a metallic reservoir (bot-
tom layer) kept at thermal equilibrium.
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(Néel) ordered, has a gap to electronic excitations and
supports gapless spin waves. The thermal population of
magnons diverges as their energy goes to zero, which in
turn leads to the destruction of long-ranged magnetic or-
der at any non-zero temperature in dimension d ≤ 2 [27–
29]. These features are revealed by an appropriate in-
terpretation of the results of a conventional mean field
plus fluctuation analysis [24, 25], which is known to pro-
vide a qualitatively correct description of the equilibrium
properties of the model.

We study the model for drive frequencies ranging
from smaller than the equilibrium gap (“sub-gap drive
regime”) to larger than the highest electronic transition
visible in linear response (“Magnus drive regime”) [5, 7,
16, 30] by solving the non-equilibrium mean-field equa-
tions in the presence of the periodic drive and then com-
puting one-loop corrections.

Saddle point approximation.— To generate the mean-
field theory we write the model as a Keldysh-contour
path-integral [31], decouple the interaction via a
magnetic-channel Hubbard-Stratonovich field [32], m,
and consider m to have a mean-field part, m0ẑe

iQ·Ri ,
identified with the Néel order parameter, Q = (π, π), and
a fluctuation part, δm, which when treated to one-loop
order reveals the spin-wave physics.

In a non-equilibrium steady state the mean field is syn-
chronized to the drive (see inset Fig. 2(b)) so the mean-
field magnetization can be represented as a Fourier se-

ries m0(t) =
∑
nm

(n)
0 e−inΩt. The mean-field equation,

found as a saddle-point approximation for the classical
magnetization field component [33], is then a nonlinear

equation for the components m
(n)
0 of the Floquet-space

vector representing m0(t)

m
(n)
0 =

I

4πNi

∑

k

′
∫ ∞

−∞
dωTr

[
Ĝk,n0(ω)(τ̂1⊗τ1⊗σ3)

]
, (3)

where the primed sum is taken over the magnetic Bril-
louin zone (BZ), i.e. half of the electronic BZ, I = U/3
[32], and Ĝ, the mean-field Floquet Green function [34–
37], is a matrix in Keldysh (τ̂), momentum-spinor (τ),
spin (σ), and Floquet space. The retarded/advanced
component of the electron Green’s function dressed by
the reservoir is given by

GR/A−1
k,mn (ω) = (ω + nΩ± iΓ)δmnτ0 ⊗ σ0 − hk,mn, (4)

where hk,mn = εk,m−nτ3 ⊗ σ0 − m
(m−n)
0 τ1 ⊗ σ3, with

εk,m = 1
T

∫ T/2
−T/2 dt e

imΩtεk(t), describing electrons driven

by the external field and moving in a time-periodic mag-
netization field. The Keldysh Green’s function is given
by GKk,mn(ω) =

∑
m′n′ GRk,mm′(ω)ΣKk,m′n′(ω)GAk,n′n(ω),

where ΣKk,mn(ω) = −2iΓ tanh((ω + nΩ)/2T )τ0 ⊗ σ0δmn
is the self-energy from coupling to the reservoir. We
solve Eqs. (3) and (4) numerically, choosing a Floquet
cutoff |n| ≤ nmax, and iterate from an initial guess
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FIG. 2. Mean-field solutions for varying drive frequencies
Ω = 5 − 15 in steps of 1 as well as Ω = 30. (a) Time-
averaged mean field as a function of drive amplitude, and (in-
set) diagonal-component of the time-averaged spectral func-
tions (solid lines) and occupation functions (shaded areas) for
the mean-field solutions marked in (a). (b) Second mean-field
Floquet component as a function of drive amplitude, and (in-
set) an explicit time-dependent mean-field solution for Ω = 7
(see Refs. [38, 39] for computational details) ramped from
the un-driven, to the driven state synchronized to the time-
transformed Floquet mean-field solution. The parameters are
I = 5, T = 0.01, Γ = 0.2 and nmax = 10.

m
(n)
0 = 10−2θ(nmax − |n|). We use converged solutions

as new starting points to explore multistability.

Representative results for the zeroth Floquet compo-
nent, corresponding to the time-averaged dynamics, are
shown in the left-hand panel of Fig. 2. For I � t̃ the
qualitative physics does not depend on the interaction
strength, so we present results only for a single typical

case. In the high-frequency (’Magnus’) limit, Ω� 2m
(0)
0 ,

theoretical arguments [30] suggest that the system is de-
scribed by an effective Hamiltonian with hopping ampli-
tude modified from the equilibrium value. We see that
indeed on the mean-field level, the main features of the
solution remain similar to equilibrium but with param-
eters renormalized as expected: a magnetic insulating
state with the expected [30] small increase in the average
staggered magnetization (barely visible in the Ω = 30
trace in panel (a) of Fig. 2) arising from the Magnus-
regime renormalization of t̃ by J0(E/Ω) [7, 16]. How-
ever, as the drive frequencies are decreased towards the
sub-gap regime (drive frequency within or below the re-
gion of particle-hole continuum excitations) we observe
a change to a weak decrease of the order parameter
with drive amplitude, and for still lower drive frequency
the mean-field equation gives a discontinuous transition
(within a regime of bistability) to a state of lower gap
amplitude and significant occupation of the upper band
(Fig. 2(a) inset). Within our mean-field theory, the state
remains magnetically ordered on both sides of the tran-
sition; whether a more sophisticated approximation as
in Ref. [22] would lead to a Mott or gapless state is an
important open question.

Figure 2(b) presents the harmonic content of the order
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parameter. The spin inversion symmetry of the drive im-
plies that only even harmonics of the drive frequency ap-
pear in the order parameter, and we find generically that
only the 0 and ±2 Floquet components have apprecia-
ble amplitudes. The resulting 2Ω oscillation in the order
parameter implies moderate second harmonic amplitude
oscillations in the gap magnitudes (see inset Fig. 2(b));
the resulting nonlinear optical effects will be strongest
for incident radiation at frequencies near the gap.

Fluctuations.— We now focus on the mean-field so-
lutions at higher drive frequency, where the density of
electron quasiparticle excitations is negligible. We intro-
duce the fluctuation field as a Keldysh and momentum-
spinor, δmµ,i

q (t) = (δmµ,i
q (t), δmµ,i

q+Q(t)) with Keldysh
index i = c, q (classical, quantum [31]) and µ = ± refer-
ring to the directional polar decomposition x ± iy. The
fluctuations are governed by the electron Green function
bubble, which upon transforming to Floquet space reads

Πµν,ij
0/Q,q,mn(ω) =

i

2N

∑

k

′∑

m′

∫ ∞

−∞

dω′

2π
Tr [(γ̂i⊗τ0⊗σµ)

×Ĝk,mm′(ω′)(γ̂j⊗τ0/1⊗σν)Ĝk+q,m′n(ω′−ω−nΩ)
]
, (5)

with Keldysh indices encoded in the matrices γ̂c/q =
τ̂0/1 [33]. Using the sublattice matrix structure [25]

Πq =

(
Π0,q ΠQ,q

ΠQ,q Π0,q+Q

)
, (6)

we define the corresponding transverse fluctuation matrix
propagator, χ⊥,ijq (t, t′) = (iN/π)〈δm+,i

q (t)δm−,j−q (t′)〉, as

χ⊥R/Aq,mn =
[
(2I)−1−Π⊥R/Aq

]−1

mn
, (7)

χ⊥Kq,mn=
[
(2I)−1−Π⊥Rq

]−1

mm′
Π⊥Kq,m′n′

[
(2I)−1−Π⊥Aq

]−1

n′n
.

The time-averaged (00-Floquet) fluctuation spectrum

is revealed by Imχ⊥,R0,q,00(ω), shown in the left panel of
Fig. 3. We see that the only low-lying excitations are
very sharp peaks, corresponding to spin waves, with a
small but non-zero broadening from the coupling to the
reservoir. The peak energy vanishes and the peak am-
plitude grows as q → Q. At energies below the charge
gap, for positive frequencies Imχ⊥R0,q,00(ω) ≈ Zqδ(ω − ωq)
for not too large Γ. Upon integrating over the peaks in
Fig. 3(a), the inverse spectral weight Z−1

q shows a lin-
ear δq = |q − Q| dependence (Fig. 3(a) inset) which
agrees well with the expanded equilibrium result, Z−1

q ≈
αδq, α = 1/(8

√
2πm2

0)[2+ t2/m2
0 +O(t4/m4

0)]. The ωq is
determined from the peak positions, and gives the dis-
persions presented in the right panel of Fig. 3. The
dispersion exhibits the expected linear momentum de-
pendence at lowest energies, ω = vδq. The spin wave
velocity is seen to compare well to the dissipative equi-
librium result, v = (2

√
2t̃2/m0)(1− 5t̃2/m2

0 − 3Γ/πm0 −
Γ2/2m2

0)+O
(
t̃2+nΓ3−n/m5

0

)
for n = 0, 1, 2, 3 (consistent
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FIG. 3. Transverse spin wave modes. (a) Imaginary part of
the retarded susceptibility as function of frequency and mo-
mentum qx = qy = q for E = 15 showing the spin wave pole.
Inset: Inverse spectral weight of the peaks in (a). (b) Location
of the spin wave pole (points) as a function of frequency and
δq together with the equilibrium linear spin wave dispersion,
ω = vδq, (solid lines) with t̃ → t̃J0(E/Ω). The parameters
are I = 5, Ω = 30, T = 0.01, Γ = 0.2, and nmax = 3.

with Ref. [26] for Γ = 0), provided that the hopping am-
plitude t̃ is replaced by the Magnus-renormalized value
t̃J0(E/Ω) [7]. One may view this Bessel-function reduc-
tion of the spin-wave velocity as a particularly simple
example of ”Floquet engineering”.

The Keldysh component of the transverse propaga-
tor contains information about the non-equilibrium dis-
tribution of excitations. For low-lying spin waves with
ωq � Ω, this information resides in the zeroth Floquet
component, from which we define a time-averaged distri-
bution function, F , by the ansatz

χ⊥K0,q,00(ω) = 2i Im
[
χ⊥R0,q,00(ω)

]
F (q, ω)

≈ 2iZqδ(|ω| − ωq)Fq.
(8)

The spin-wave pole approximation to ImχR allows for a
quasiclassical description in terms of an on-shell distribu-
tion function, Fq = F (q, ωq), referring only to the mode
energy ωq. In equilibrium, the fluctuation-dissipation
theorem (FDT) ensures that Fq = coth(ωq/2T ), which
tends to unity at ωq � T and diverges as ω−1

q for ωq → 0.
Figure 4(a) shows the inverse distribution function,

F−1
q , as a function of the mode energy, ωq, at differ-

ent drive amplitudes for a low reservoir temperature,
T = 0.01. We plot the reciprocal to fit all data on the
same panel. Because the reservoir temperature is sub-
stantially lower than the lowest ωq included in our nu-
merics, the equilibrium Fq (Fig. 4(b)) is indistinguishable
from unity. We see that increasing the drive amplitude
increases Fq (decreases F−1

q ) at all ωq, with a larger in-
crease for lower ωq. Increasing either the drive frequency,
Ω, or the reservoir coupling, Γ, for fixed drive amplitude
reduces Fq (open symbols, left panel Fig. 4). For higher
ωq, Fq initially increases rapidly as the drive amplitude
increases, but then saturates as the amplitude becomes
large. For small ωq, the situation is different. For the
two weakest drive amplitudes, Fq appears to approach a
finite, non-zero value as ωq approaches zero; for the inter-
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FIG. 4. (a) F−1
q and (b) Fq as function of ωq for increasing

drive amplitude with Γ = 0.02 and Ω = 30 together with the
equilibrium curves for T = 0.01 (solid) and T = 0.66 (dashed).
In (a) is also shown the result for Ω = 45, E = 5.0, Γ = 0.02
and Γ = 0.2, E = 3.0, Ω = 30. (c) Teff corresponding to
the curves in (b) together with the equilibrium T = 0.66 line
(dashed). The parameters are I = 5, T = 0.01, and nmax = 3.

mediate drive amplitude F−1
q vanishes linearly as ωq → 0

while for the two highest drive amplitudes, F−1
q vanishes

faster than linearly as ωq → 0.
Apart from the intermediate drive amplitude (E = 3),

these distribution functions depart markedly from the
equilibrium distribution dictated by the FDT. To illus-
trate this more clearly, Fig. 4(c) shows the effective tem-
perature Teff as defined by Fq = coth(ωq/2Teff(q)). We
see that the results fall into two groups. For the two
smallest drive amplitudes, Teff is larger at high ωq (very
substantial excitation of high q spin waves above the equi-
librium value), but decreases to a value consistent with
the reservoir temperature as ωq → 0. For the intermedi-
ate drive amplitude, Teff ≈ 0.66 is essentially momentum-
independent (i.e. Fq fits well to the equilibrium form)
and much larger than the reservoir temperatures. For
the two larger drive amplitudes, Teff increases rapidly for
small ωq, indicating a super-thermal occupancy of the
low-lying spin wave modes, in other words Fq diverging
faster than 1/ωq.

The site- and period-averaged mean squared fluctua-
tions of the classical component of the order parameter
are given by

〈|δm+,c|2〉 =
1

N

∑

q

∫
dω

4πi
χ⊥K0,q,00(ω) ∼

∫
d2q

(2π)2
ZqFq. (9)

In thermal equilibrium at any non-zero temperature,
both Fq and Zq diverge as 1/δq, and 〈|δm+,c|2〉 there-
fore diverges logarithmically with system size in two di-
mensions. This is the expression in the one-loop cal-
culation of the well-known result [27, 28] that thermal
fluctuations destabilize long-ranged magnetic order in
continuous-symmetry systems of dimension d ≤ 2. Our
results indicate that the generalization to systems out of
equilibrium is richer than expected from previous work.
Unlike the dc current-driven ferromagnetic case [20, 21],
a weak non-equilibrium drive would not destabilize the

ordered state for d = 2, but larger drives lead to a super-
thermal occupancy that can destabilize the order even in
d > 2.
Conclusions.— We have used a mean field plus fluctu-

ation analysis of the antiferromagnetic two-dimensional
Hubbard model driven by an oscillating electric field to
examine the accepted theoretical intuition, which sug-
gests that if an ac drive is detuned from direct elec-
tronic transition energies, its main effect is to renormal-
ize Hamiltonian parameters. Our solution of the full
non-equilibrium problem shows rich additional physics:
i) in the sub-gap drive regime, the drive is found to in-
duce a substantial time-dependent component of the or-
der parameter with first-order like transitions and coexis-
tence regimes involving several locally stable (at least at
the mean-field level) phases, and ii) in all cases, includ-
ing the “Magnus” regime of very high frequency drive
where the basic electronic state evolves smoothly with
drive amplitude and no electronic quasiparticle excita-
tions are created, we find a highly non-thermal distribu-
tion of magnons. Whereas the main focus in this paper
is on the latter, an analysis of fluctuation effects on the
bistability observed in the sub-gap drive regime is an in-
teresting open question.

The interaction-mediated transfer of energy to the spin
fluctuations may be thought of as a spin-charge coupling
(albeit a weaker kind than considered e.g. in Ref. [40]).
The dependence of the magnon distribution on the drive
frequency and coupling to the reservoir indicates that
the pathway to spin wave excitation involves reservoir
states. The kinetics of this process, and the generaliza-
tion to more realistic models of solids, are an important
subject for future research. The distribution of fluctu-
ations depends in a remarkable way on the drive am-
plitude. For small and moderate drive amplitude, there
is substantial excitation of higher energy modes, but as
the momentum tends to the ordering wave vector, the
distribution tends towards the equilibrium one. How-
ever, at larger drive amplitude, the distribution diverges
faster than ω−1

q as momentum tends towards the order-
ing wave vector, which would indicate destabilization of
order even in three dimensions. This apparent dynamical
phase transition as a function of drive amplitude requires
further study.

More generally, our findings show that the low-lying
collective degrees of freedom are generically excited by
the drive, and have a large, typically non-thermal, and
drive amplitude-dependent occupancy that can lead to
remarkable effects on physical properties. This finding
calls into question the Floquet engineering paradigm in
which applied radiation changes the Hamiltonian without
changing the distribution function.
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We investigate theoretically the noise and the full counting statistics of electrons that are emitted
from a superconductor into two spatially separated quantum dots by the splitting of Cooper pairs
and further on collected in two normal-state electrodes. With negatively-biased drain electrodes
and a large superconducting gap, the dynamics of the Cooper pair splitter can be described by a
Markovian quantum master equation. Using techniques from full counting statistics, we evaluate the
electrical currents, their noise power spectra, and the power-power correlations in the output leads.
The current fluctuations can be attributed to the competition between Cooper pair splitting and
elastic cotunneling between the quantum dots via the superconductor. In one regime, these processes
can be clearly distinguished in the cross-correlation spectrum with peaks and dips appearing at
characteristic frequencies associated with elastic cotunneling and Cooper pair splitting, respectively.
We corroborate this interpretation by analyzing the charge transport fluctuations in the time domain,
specifically by investigating the g(2)-function of the output currents. Our work identifies several
experimental signatures of the fundamental transport processes involved in Cooper pair splitting
and provides specific means to quantify their relative strengths. As such, our results may help guide
and interpret future experiments on current fluctuations in Cooper pair splitters.

I. INTRODUCTION

Superconductors can serve as sources of entanglement
in solid-state quantum circuits.1,2 Electrons in the super-
conductor are paired up in spin-entangled states and by
splitting these Cooper pairs, entanglement between dis-
tant electrons may be achieved. Specifically, electrons
from a Cooper pair may tunnel into different normal-
state electrodes, while preserving the entanglement of
their spins. The process can be enhanced by using quan-
tum dots with strong Coulomb interactions, which pre-
vent electron pairs from tunneling into the same output
lead, see Fig. 1. To certify the entanglement of the split
Cooper pairs, it has been suggested that Bell inequalities
can be formulated for the cross-correlations of the output
currents, using ferromagnetic leads as spin filters.3–8

Following the theoretical proposals to generate non-
local entanglement using Cooper pair splitters,1,2 sev-
eral experiments have realized these ideas in prac-
tice. Cooper pair splitters have been implemented
in a variety of superconductor hybrid systems,9–12

some of which employ InAs nanowires,13–17 carbon
nanotubes,18–22 or graphene-based nanostructures.23,24

The Cooper pair splitters can be characterized by mea-
suring the conductance14–23 or the noise,13 and the split-
ting efficiency is in some cases approaching unity,20,24

with one of the main competing processes being elastic
cotunneling between the dots.15,23 With this experimen-
tal progress, one may hope that Cooper pair splitters can
soon be integrated into larger quantum circuits, aiming
for solid-state quantum information processing.

On the theory side, Cooper pair splitters can be
described using a variety of techniques depending on
the specific device architecture and the operating con-
ditions. For non-interacting systems, tight-binding

models25,26 or scattering theory27 provide a convenient
theoretical framework. Interactions can be included
using Green function techniques,28–32 quantum master
equations,5,33–38 or the real-time diagrammatic approach
to quantum transport.39–43 In most cases, these meth-
ods enable numerical calculations of the average currents
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and the low-frequency noise in the output leads. On the
other hand, analytic results for the current fluctuations
in Cooper pair splitters are scarce.

In this work we investigate theoretically the current
fluctuations in a Cooper pair splitter using techniques
from full counting statistics.44–50 In a recent article, some
of us considered the distribution of waiting times be-
tween emitted electrons, and we showed that it contains
a wealth of information about the Cooper pair splitter,
for instance the characteristic time scales that govern
the underlying tunneling processes.51 Measurements of
electron waiting times, however, require real-time detec-
tion of the individual tunneling events.52–54 By contrast,
conventional quantum transport experiments typically
measure the electric currents and their fluctuations,9–24

which are thus our main focus here. In particular, we con-
sider the noise power spectra of the currents in the out-
put leads55–59 and their power-power correlations, which
we use to analyze the physical processes involved in the
splitting of Cooper pairs. We corroborate our findings by
considering the g(2)-function of the output currents,60,61

which provides an alternative view on the charge trans-
port in the time domain. While earlier works have an-
alyzed the shot noise of Cooper pair splitters using nu-
merical approaches, we here employ projection operator
methods that have been developed in the context of full
counting statistics47–50 and which allow us to carry out
all calculations analytically. We are hereby able to de-
velop a detailed understanding of the process of Cooper
pair splitting and the associated fluctuations, which is
relevant for future experiments on Cooper pair splitters.

The rest of the paper is organized as follows. In Sec. II,
we introduce the full Hamiltonian of the Cooper pair
splitter, and we discuss how the combined system of a
large-gap superconductor coupled to the quantum dots
can be described by an effective Hamiltonian. In Sec. III,
we derive a quantum master equation for the dynamics of
electrons in the quantum dots, which is valid with large
negative biases on the drains. By dressing the quan-
tum master equation with counting fields, we gain access
to the full statistics of electrons that have tunneled into
the drains and the corresponding current fluctuations.
In Sec. IV, we calculate the average currents and com-
pare our results to earlier works before moving on to the
noise power spectra of the output currents in Sec. V.
Here, we first show how the zero-frequency noise allows
for a simple and transparent interpretation of the charge
transport in terms of contributions from elastic cotunnel-
ing between the quantum dots and the splitting of Cooper
pairs, respectively. We then analyze the full frequency-
dependent noise spectra and find that characteristic fre-
quencies associated with Cooper pair splitting and elastic
cotunneling, respectively, can be clearly identified in the
finite-frequency noise spectra, thus providing experimen-
tal signatures of the two types of processes and their rel-
ative strengths. In Sec. VI, we consider higher-order cu-
mulants of the currents. Our quantum master equation
provides access to the full counting statistics of trans-

ferred electrons, and we here discuss the fourth cumulant
of the currents, including the power-power correlations in
the output leads. In Sec. VII, we turn to time-domain
observables, and we show how our preceding analysis can
be supported by investigations of the g(2)-function of the
output currents. Finally, in Sec. VIII, we give our con-
clusions, while technical details are provided in the Ap-
pendices.

II. COOPER PAIR SPLITTER

Figure 1 shows the Cooper pair splitter consisting of
two quantum dots in proximity to a superconductor that
acts as a source of Cooper pairs. Strong Coulomb in-
teractions on the quantum dots ensure that split Cooper
pairs tunnel into different dots and further on into the
separate normal-metal leads that act as electronic drains.
The eigenstates of the uncoupled quantum dots are given
by the occupation of each dot including the spin-degree of
freedom. With a large superconducting gap, the proxim-
ity to the superconductor coherently couples the occupa-
tion states with the same particle parity, that is, an even
or an odd number of particles. The even states with zero
or two electrons are coupled by the process of Cooper
pair splitting, where two electrons enter the quantum
dots from the superconductor or vice versa. The odd
states with just a single electron on one of the dots are
coupled by the process of elastic cotunneling, where an
electron is transferred from one dot to the other via the
superconductor. Under these conditions, the quantum
dots and the superconductor can be described by an ef-
fective Hamiltonian as we discuss below.33,34

We start by specifying the full Hamiltonian

Ĥ = ĤQD + ĤSC + ĤN + ĤTS
+ ĤTN

, (1)

which describes the quantum dots, the superconductor,
and the normal-metal leads, given by the first three
terms, as well as the coupling between them given by
the two tunneling Hamiltonians, ĤTS

and ĤTN
, which

we detail below. The Hamiltonian of the dots reads

ĤQD =
∑

`σ

ε` d̂
†
`σd̂`σ +

∑

`

U`n̂`↑n̂`↓, (2)

where we have defined the operators d̂†`σ and d̂`σ that
create and annihilate electrons with energy ε` and spin σ
in the left or right quantum dot, ` = L,R. Here, the on-
site interaction on the dots is denoted by U`, and n̂`σ ≡
d̂†`σd̂`σ counts electrons on the dots with spin σ. The
superconductor is described by the BCS Hamiltonian

ĤSC =
∑

qσ

εqâ
†
qσâqσ−

(∑

q

∆ â†q↑â
†
−q↓+h.c.

)
, (3)

where the operators â†qσ and âqσ create and annihilate
particles with momentum q single-particle energy εq in
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the superconductor with the superconducting order pa-
rameter ∆. The normal-state leads are described by the
Hamiltonian

ĤN =
∑

`kσ

ε`k ĉ
†
`kσ ĉ`kσ, (4)

while the coupling between the quantum dots and the ex-
ternal reservoirs are given by the tunneling Hamiltonians

ĤTS
=
∑

`qσ

(
tS`qâ

†
qσd̂`σ + h.c.

)
(5)

and

ĤTN
=
∑

`kσ

(
t`k ĉ

†
`kσd̂`σ + h.c.

)
, (6)

where tS`q and t`k are the tunneling amplitudes.
In the following, we consider strong Coulomb interac-

tions on the quantum dots, such that each of them can
be occupied by maximally one electron at a time. With
a large superconducting gap, the combined system of the
quantum dots and the superconductor can then be de-
scribed by the effective Hamiltonian33,34

ĤS =
∑

`σ

ε` d̂
†
`σd̂`σ − ~γEC

∑

σ

(
d̂†Lσd̂Rσ + h.c.

)

− ~γCPS√
2

(
d̂†L↓d̂

†
R↑ − d̂

†
L↑d̂
†
R↓+ h.c.

) (7)

where ~γEC and ~γCPS are the amplitudes for elastic co-
tunneling and Cooper pair splitting. A detailed deriva-
tion of this Hamiltonian is provided in Appendix A.

In summary, we use the following operating conditions

kBT, ε`, ~γEC, ~γCPS, ~γ` � |eV`| < ∆ < U`, (8)

where V` are the negative voltages applied to the drain
electrodes, the temperature of the environment is de-
noted by T , and γ` are the tunneling rates from the quan-
tum dots to the drains, which we introduce below. In this
regime, we can trace out the normal-state electrodes and
obtain a quantum master equation for the coupled quan-
tum dots as shown in Appendix B.

III. QUANTUM MASTER EQUATION

Under the conditions specified above, the charge trans-
port is unidirectional from the superconductor to the
normal-state electrodes via the quantum dots. The sys-
tem dynamics can then be described by a Markovian
quantum master equation for the reduced density ma-
trix ρ̂, defined in the Hilbert space of ĤS , reading62

d

dt
ρ̂ = Lρ̂ = − i

~
[ĤS , ρ̂] +D[ρ̂]. (9)

The Liouvillian L is the sum of the coherent evolution of
the system itself, given by the commutator of the Hamil-
tonian ĤS and the density matrix, and the dissipator

D[ρ̂] =
∑

σ,`=L,R

γ`

(
d̂`σρ̂d̂

†
`σ −

1

2
{ρ̂, d̂†`σd̂`σ}

)
, (10)

which describes the incoherent tunneling of electrons
with spin σ =↑, ↓ from the left (right) quantum dot to
the left (right) electrode at the rate γ`, ` = L,R.

To evaluate the charge transport statistics, we resolve
the density matrix with respect to the number of elec-
trons that have tunneled into each of the normal-state
leads during the time span [0, t].63,64 Thus, we introduce
the n-resolved density matrix, ρ̂(n), where the vector
n = (nL, nR) contains the number of transferred elec-
trons. By tracing over the system degrees of freedom, we
obtain the full counting statistics of transferred charge as

P (n, t) = Tr[ρ̂(n, t)]. (11)

The unresolved density matrix is recovered as ρ̂(t) =∑
n ρ̂(n, t). Moreover, it is convenient to introduce a vec-

tor of counting fields, χ = (χL, χR), that couple to the
number of transferred charges, by defining

ρ̂(χ, t) =
∑

n

ρ̂(n, t)ein·χ, (12)

whose equation of motion follows from Eq. (9) and reads

d

dt
ρ̂(χ, t) = L(χ)ρ̂(χ, t)

=
[
L+

∑

`=L,R

(eiχ`−1)J`
]
ρ̂(χ, t).

(13)

Here we have identified the jump operators that describe
the transfer of an electron into lead ` as

J`ρ̂ = γ`
∑

σ

d̂`σρ̂d̂
†
`σ. (14)

Equation (13) provides us with a complete description of
the charge transfer statistics on all relevant time scales,
and it allows us to evaluate quantities such as the distri-
bution of electron waiting times,51,65,66 the noise power
spectra of the currents,55–59 and the full counting statis-
tics of the transferred charge.47–50 In the following sec-
tions, we use Eq. (13) to investigate the current fluctua-
tions in the Cooper pair splitter.

IV. AVERAGE CURRENT

We start by considering the mean current flowing from
the superconductor into the drain electrodes. Through-
out this work, we consider particle currents instead of
electrical currents, since it allows us to omit powers of
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the electron charge. Due to charge conservation, the cur-
rent from the superconductor can be written as

〈IS〉 = 〈IL〉+ 〈IR〉 (15)

in terms of the currents running into the normal-state
drains, 〈I`〉, ` = L,R, which can be expressed as

〈I`〉 = Tr[J`ρ̂S ], (16)

where the stationary state ρ̂S is given by the normalized
solution to Lρ̂S = 0. The current from the superconduc-
tor then becomes

〈IS〉 = γ̄2
CPSγΣ, (17)

where we have introduced the average rate

γΣ = (γL + γR)/2, (18)

and defined the renormalized couplings

γ̄2
CPS =

4γ2
CPS

ε2 + γ2
Σ + 4γ2

CPS/η
, (19)

and

γ̄2
EC =

4γ2
EC

δ2 + γ2
Σ + 4γ2

EC

, (20)

where δ = (εL − εR)/~ and ε = (εL + εR)/~ are the
detuning and the sum of the energy levels, respectively.
In addition, we have introduced the parameter

η = 1 +

(
γL − γR

2γΣ

)2 [
(γ̄EC)2 − 1

]
, (21)

which reduces to one for a symmetric setup with γL = γR.
We note that the expression for the current recovers the
result of Ref. 33 obtained with γEC = 0 and the energy
renormalization absorbed into the dot levels as discussed
at the end of Appendix A. In addition, for γCPS � γΣ,
we reproduce the result of Ref. 2 in that limit.

The average current is shown in Fig. 1b as a function of
the quantum dot energies. The current is maximal along
the line ε = 0, where the doubly occupied state is on
resonance with the empty state, and Cooper pair split-
ting is energetically favorable. Along this resonance line,
the current is only weakly dependent on the detuning of
the energy levels, δ, as shown in Fig. 1c. Moreover, for

a symmetric setup with γL = γR, the elastic cotunnel-
ing processes do not influence the average current, which
becomes independent of the detuning (not shown). In
Fig. 1c, we also show the average current away from the
resonance condition ε = 0, and the process of Cooper
pair splitting gets suppressed. The peak in the current
is Lorentzian with a broadening given by the coupling
to the external electrodes. We also note that the elastic
cotunneling processes are enhanced, when the quantum
dot levels are on resonance, meaning that the detuning
vanishes, δ = 0.

V. NOISE POWER SPECTRUM

We next investigate the fluctuations of the current.
To this end, we consider the noise power spectrum of
the tunnel currents between the quantum dots and the
drains. The noise power spectrum reads67

S``′(ω) =
1

2

∫ ∞

−∞
dteiωt〈{δÎ`(t), δÎ`′(0)}〉, (22)

where the operator δÎ`(t) = Î`(t)−〈Î`(t)〉, ` = L,R, mea-
sures the deviation of the tunnel current from its aver-
age value, and curly brackets denote an anti-commutator.
The autocorrelation spectrum, S``(ω), is always real and
positive. By contrast, the cross correlations, S` 6=`′(ω),
can take complex values at finite frequencies, but we only
consider the real part, and from now on we let S` 6=`′(ω)
denote the real part. Below, we do not need to specify
the current operators. Instead, MacDonald’s formula68

allows us to relate the noise power spectrum to the quan-
tum master equation (13) and express it as49,55,65

S``′(ω) = δ``′Tr[J`ρ̂S ]−Re{Tr [J`R(ω)J`′ ρ̂S ]+(`↔`′)},
(23)

where the pseudoinverse, R(ω), is defined as48–50,55

R(ω) = Q(L+ iω)−1Q, (24)

in terms of the orthogonal projectors Q = 1 − P and
P[ · ] = ρ̂STr[ · ]. The pseudoinverse is well-defined even
for ω = 0, since the inversion is performed only in the
subspace spanned by Q = 1 − P, where L is regular,
since the null space has been projected away. Using the
matrix representation of the Liouvillian in Appendix C,
we can then evaluate the noise spectrum. Details on how
to evaluate the pseudoinverse can be found on page 7 of
Ref. 50.

Interestingly, the noise power spectrum can be determined analytically. Specifically, for a symmetric setup with
γL = γR = γN , we find for the Fano factor, F``′(ω) = S``′(ω)/IN , the expression

F``′(ω) = δ``′−INγN (γ2
N +ω2

CPS)

(
5γ2
N + ω2

CPS + ω2

h(ωCPS, ω)
− (1− δ``′)

2γ2
CPS(γ2

N + ω2)
+(−1)δ``′

[
γEC

γCPS

]2
γ2
N + ω2

EC − 3ω2

h(ωEC, ω)

)
, (25)

having defined the average current IN ≡ 〈IL〉 = 〈IR〉 = 〈IS〉/2 and the characteristic frequencies ωCPS =
√

4γ2
CPS + ε2
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quantum dot levels with γL = γR = γCPS = γEC ≡ γ. (b) Fano factor along the cuts indicated in the left panel. (c) Fano factor
as a function of γL = γR ≡ γN with γCPS = γEC ≡ γ and εL = −εR = 5~γ (black line) and εL = εR = 5~γ (blue line).

and ωEC =
√

4γ2
EC + δ2, as well as the function

h(ω0, ω) = (γ2
N + ω2)3 + 2(γ4

N − ω4)ω2
0 + (γ2

N + ω2)ω4
0 . (26)

With this expression in hand, we now discuss the infor-
mation about the charge transport that we can extract.

To begin with, we consider the zero-frequency com-
ponent of the current correlations. The zero-frequency
noise of a Cooper pair splitter has previously been calcu-
lated numerically in Ref. 5. Here, we obtain a compact
expression for the zero-frequency noise reading

F``′ = 1 +

(
δ``′ −

1

2

)
γ̄2

EC −
IN
γN

(
1 +

2INγN
γ2

CPS

)
, (27)

which provides an interesting interpretation of the charge
transport. In the absence of elastic cotunneling and with
large tunneling rates to the drains, only the first term
survives, and the Fano factors equal unity. In this case,
the separate flows of electrons into each drain resemble
a Poisson process. However, the currents are correlated,
since electrons are injected pairwise from the supercon-
ductor as split Cooper pairs. For this reason, the Fano
factor of the cross-correlations is positive and not zero as
one would expect for two uncorrelated processes.

This picture gradually breaks down as elastic cotun-
neling is included, and the second term becomes non-
zero. Elastic cotunneling reduces the correlations be-
tween the currents in the drains, since electrons are al-
lowed to transfer between the quantum dots. In this way,
the separate flows of electrons into the drains get mixed,
which both reduces their correlations and increases the
fluctuations in each drain. Furthermore, as the coupling
to the drain electrodes is lowered, also the third term be-
comes important, and it reduces both the auto and the
cross correlations. In this case, the lowered coupling to
the leads introduces a finite dwell time of electrons on

the quantum dots, which reduces the fluctuations in the
leads and the correlations between the currents.

To gain further insight into the current fluctuations,
we show in Figs. 2 and 3 the Fano factors of the auto
and cross correlations, respectively. In Fig. 2a, the split-
ting of Cooper pairs is favorable along the resonance line,
ε = 0, and the Fano factor is suppressed well below one
due to the tunnel barriers between the quantum dots and
the drains. By contrast, along the other resonance line,
δ = 0, where elastic cotunneling is enhanced, the fluctu-
ations are increased, since the separate flows of electrons
get mixed. These effects are also illustrated in Fig. 2b,
where we show the Fano factor along the cuts in the left
panel, which both cross one of the resonance lines. In
Fig. 2c, we show the Fano factor as a function of the
coupling to the drain electrodes. In the blue-shaded re-
gion, electrons immediately leave the quantum dots via
the drains because of the large coupling, and the Fano
factor approaches unity, signaling that the injection of
split Cooper pairs becomes a Poisson process. In the
brown-shaded region, the coupling is very low, and the
Fano factor now depends strongly on the energy levels of
the quantum dots. For ε = 0 (black line), Cooper pair
splitting is favorable, and the occupations of the quantum
dots oscillate between being empty and doubly-occupied.
In that case, the quantums dots are occupied half of the
time, and the Fano factor is suppressed accordingly. For
δ = 0 (blue line), elastic cotunneling is enhanced, and
the fluctuations are increased due to the mixing of the
separate flows of electrons. In between these parameter
regimes, the Fano factor develops a more complicated
structure, since all possible processes are combined.

In Fig. 3, we turn to the Fano factor of the cross-
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correlations. In Fig. 3a, we observe a large degree of
correlation away from the resonance lines. In that case,
neither Cooper pair splitting nor elastic cotunneling are
favorable. Still, once a split Cooper pair is injected into
the quantum dots and one electron tunnels out via a
drain electrode, the other electron likely leaves via the
other drain electrode, leading to the large correlations.
However, despite the large correlations, the actual cur-
rents are of course small, since the system is operated
away from any of the important resonance conditions.
In Fig. 3b, we consider the cross-correlations along the
two resonance lines, δ = 0 (black line) and ε = 0 (red
line), where either elastic cotunneling or Cooper pair
splitting is favorable. Elastic cotunneling reduces the
cross-correlations, since it mixes the separate flows of
electrons. They also get reduced, if Cooper pair split-
ting is on resonance, and electrons quickly oscillate back
and forth between the superconductor and the quantum
dots. When the two processes are combined, we even
observe negative cross-correlations between the output
currents as seen in the figure.

Finally, in Fig. 3c, we consider the cross-correlations
as a function of the coupling to the drain electrodes, and
again we can identify three distinct regimes. For low cou-
plings in the brown-shaded region, the tunneling events
into the drains are rare and uncorrelated. By contrast, in
the blue-shaded region, where the coupling is large, split
Cooper pairs are immediately evacuated from the quan-
tum dots via the drains, leading to strong correlations. In
between these parameter regimes, the cross-correlations
are more complicated as discussed above.

Next, we consider the full frequency-dependent noise
spectra given by Eq. (25) and displayed in Fig. 4. In
Fig. 4a, we show the Fano factor of the cross-correlations
as a function of the observation frequency and the total
energy of the quantum dots. Of particular interest are the
dips and peaks in the cross-correlations that appear at
the characteristic frequencies, ωCPS and ωEC, associated

with Cooper pair splitting and elastic cotunneling, re-
spectively, thus providing a direct experimental method
to distinguish the two types of processes. The figure also
illustrates how ωCPS depends on the total energy, while
ωEC remains constant. In Fig. 4b, we show both the
auto and cross correlation spectra along the resonance
line indicated in the left panel, and here we again see
how the cross-correlations allow us to distinguish Cooper
pair splitting from elastic cotunneling. By contrast, the
two types of processes both lead to dips in the autocorre-
lation spectrum. We also see how a large coupling to the
drain electrodes washes out these features, which might
also not be robust against external decoherence and de-
phasing mechanisms that are not included here.

VI. POWER-POWER CORRELATIONS

Until now, we have focused on the average current and
the noise power spectra, which at zero frequency cor-
respond to the first and second cumulants of the cur-
rents. However, with the counting fields included in our
quantum master equation, we can in principle access any
cumulant of the full counting statistics. To this end,
we formally solve the quantum master equation (13) as
ρ̂(χ, t) = eL(χ)tρ̂S , assuming that the system has reached
its stationary state at the time t = 0, when the counting
of particles begins. We also define the cumulant gener-
ating function for the charge transfer statistics as

S(χ, t) = ln

[∑

n

P (n, t)ein·χ
]

= ln Tr
[
eL(χ)tρ̂S

]
. (28)

We then see that the scaled cumulant generating function

Θ(χ) = lim
t→∞

S(χ, t)

t
= max

i
{λi(χ)}, (29)

for long observation times is given by the eigenvalue of
L(χ) with the largest real part. For small values of the
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counting fields, this is the eigenvalue that develops adi-
abatically from the zero-eigenvalue corresponding to the
stationary state. All other eigenvalues have negative real
parts, causing the system to relax to its stationary state.

All zero-frequency cumulants of the (particle) current
can now be obtained by differentiating the cumulant gen-
erating function with respect to the counting fields as

〈〈In` Im`′ 〉〉 = ∂nχ`
∂mχ`′

Θ(χ)|χ=0, (30)

where double brackets denote cumulant averages. The
first and second cumulants are the average currents and
the zero-frequency noise, respectively. Here, we focus
on the power-power correlations in the drains, 〈〈I2

` I
2
`′〉〉,

i.e., the correlations between the squared currents in the
output leads. Such correlations have not received much
attention in the past, but they can in principle be mea-

sured, and they can be evaluated using our quantum mas-
ter equation dressed with counting fields. Technically,
we have to evaluate the derivatives of the eigenvalue of
L(χ) with the largest real part according to Eq. (29).
However, due to the large matrix size of L(χ), we can-
not directly evaluate its eigenvalues as functions of the
counting fields. Instead, we find the derivatives of the
largest eigenvalue using perturbation theory in the count-
ing fields as discussed in Refs. 48–50. The method takes
the zero-eigenvalue and the stationary state as the start-
ing point and then calculates corrections to the eigen-
value order-by-order in the counting fields to obtain cu-
mulants of any order. The details of this perturbation
scheme are outlined in Appendix D, and below we just
quote the final results.

For the autocorrelations of the power (or the fourth cumulant of the currents), we find

〈〈I4
` 〉〉 = 〈〈I2

` 〉〉 − 12Tr
[
J`R

{
1 + 2I`(1 +RI`)R+ S`R

}
J`ρ̂S

]
, (31)

where I` = 〈I`〉 − J` and S` = 〈〈I2
` 〉〉 − J` in terms of the zero-frequency noise, 〈〈I2

` 〉〉 = S``(0), and R = R(0) is the
pseudo-inverse in Eq. (24) evaluated at ω = 0. (We note that the perturbation scheme also yields the noise power
spectrum in Eq. (23) for ω = 0.) For the power-power correlations, we arrive at the more complicated expression

〈〈I2
` I

2
`′〉〉 = Tr

[
J`R

{
(1+2I`R)(1+2I`′R)I`′+4I`′R(I`′RI`+I`RI`′)+4〈〈I`I`′〉〉RI`′+2S`′RI`

}
ρ̂S
]
+(`↔ `′). (32)

We can now evaluate these formulas based on the Liouvillian L and the jump operators in Eq. (14). The resulting
expressions are lengthy, and here we only present analytical results in certain limits together with figures.

For a symmetric Cooper pair splitter, where the ampli-
tude for Cooper pair splitting is much smaller than the
total energy of the quantum dots, the average current is

suppressed, and the Fano factor, F
(4)
``′ = 〈〈I2

` I
2
`′〉〉/IN for

the power-power correlations simplify to the expression

F
(4)
``′ = 1 +

(
4δ``′ −

1

2

)
γ̄2

EC +O
(

γCPS√
γ2
N + ε2

)
, (33)

where the higher-order terms are different for the auto
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and the cross correlation and depend on all parameters.
Just as for the current-current correlations in Eq. (27)
in that limit, we see that the autocorrelations are Pois-
sonian, if elastic cotunneling is negligible. At the same
time, the cross-correlations remain positive, since the two
separate flows of electrons originate from the same ran-
dom splitting of Cooper pairs. In this context, elastic
cotunneling reduces the cross-correlations by mixing the
two flows, and it also strongly increases the autocorrela-
tions of the power fluctuations. More generally, we find

that F
(4)
`` = F

(4)
``′ , if γEC �

√
γ2
N + δ2, such that cotun-

neling is negligible.

In Fig. 5, we show the Fano factors of the auto and
cross correlations of the power fluctuations as functions
of the detuning and the total energy of the quantum dot
levels. The fluctuations in each lead are generally large
as we move along the resonance line, δ = 0, where elastic
cotunneling is favorable. However, the fourth cumulant
of the current gets reduced, and even becomes negative,
as also Cooper pair splitting comes into resonance. The
cross-correlations also get reduced, even if the average
current is large on resonance, since the elastic cotunneling
processes mix the separate flows of electrons and thereby

destroy the correlations.

VII. TIME-DOMAIN OBSERVABLES

Having investigated the current fluctuations in the fre-
quency domain, we now change perspective and instead
analyze the charge transport statistics in the time do-
main. In a recent work, we considered the distribution of
waiting times between tunneling events into the drains.51

As an alternative, we here consider the g(2)-function of
the output currents. Based on our quantum master equa-
tion, the g(2)-function can be obtained as60

g
(2)
``′ (τ) =

Tr
[
J`eLτJ`′ ρ̂S

]
+ Tr

[
J`′eLτJ`ρ̂S

]

2〈I`〉〈I`′〉
, (34)

where τ is the time between tunneling events described
by the jump operators J` and J`′ . Here we consider a
symmetrized g(2)-function, although this makes no dif-
ference for the symmetric setup we consider below. The
g(2)-function is the probability that an electron tunnels
into lead ` (or `′) at the time τ after an electron has tun-
neled into lead `′ (or `), normalized with respect to the
unconditional probability. Evaluating this expression for
a symmetric setup, we find for the g(2)-functions

g
(2)
``′ (τ) = 1− e−γNτ

[(
cos
[ωCPSτ

2

]
+

γN
ωCPS

sin
[ωCPSτ

2

])2

− gx(1− δ``′) + (−1)δ``′ gx

(
2γEC sin

[
ωECτ

2

]

ωEC

)2 ]
, (35)

where we have defined the parameter gx = (γ2
N + ω2

CPS)/(2γCPS)2.

We start by analyzing the g(2)-function of the individ-

ual currents. Here, we first notice that g
(2)
ll (0) = 0, which

is a direct manifestation of the strong Coulomb interac-
tions that prevent two electrons from being emitted from
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the same dot simultaneously. Furthermore, we find that

g
(2)
ll (0) < g

(2)
ll (τ) for τ > 0, implying that the electron

emission from each quantum dot is always anti-bunched,
even if the emission statistics may be super-Poissonian.60

In the first two panels of Fig. 6, we show the g(2)-
function of the individual currents and observe an os-
cillatory pattern that is washed out as the coupling to
the drain electrodes is increased. In particular, if the
coupling is much larger than the characteristic frequency
associated with Cooper pair splitting, γN � ωCPS, and
the frequency associated with elastic cotunneling is small,
ωEC ' 0, we find

g
(2)
`` (τ) ' 1− e−γNτ

(
1 +

γNτ

2

)2

, (36)

which increases monotonously with time. In the other ex-
treme, where the coupling is smaller than the frequency
of Cooper pair splitting, ωCPS & γN , an oscillatory pat-
tern with frequency ωCPS appears due to the coherent
oscillations between the quantum dots and the super-
conductor. Similarly, for ωEC & γN , elastic cotunneling
leads to oscillations, however, with frequency ωEC.

In Fig. 6c, we turn to the g(2)-function of the cross-
correlations. In this case, we find at short times

g
(2)
` 6=`′(0) = 1 +

γ2
N + ω2

CPS

4γ2
CPS

, (37)

showing that the probability for simultaneous emissions
into the left and right drain electrodes increases with the
coupling to the leads, γN , and the total energy, |ε|. By
contrast, as one might expect, elastic cotunneling has no

effect on g
(2)
``′ (τ) on short timescales, τ � 1/ωEC. In

the case, where the coupling to the leads is large, γN �
ωCPS, and the frequency of elastic cotunneling is small,
ωEC ' 0, we find

g
(2)
l 6=l′(τ) ' 1− e−γNτ

[(
1 +

γNτ

2

)2

− gx
]
. (38)

Finally, we note that the g(2)-correlation functions can
be directly related to the noise spectra in Eq. (25) as60

F``′(ω) = δ``′ + IN

∫ ∞

−∞
dτeiωτ

[
g

(2)
``′ (|τ |)− 1

]
. (39)

On the other hand, the charge transport is a non-renewal
process, since the system does not return to the same
state after each emission event. For this reason, there is
no direct connection between the g(2)-functions and the
distribution of waiting times, and they contain different
information about the charge transport statistics.61

VIII. CONCLUSIONS

We have theoretically investigated the noise and the
full counting statistics of electrons emitted from a Cooper
pair splitter. Working with negatively-biased drain elec-
trodes and a large superconducting gap, the Cooper pair
splitter can be described by a Markovian quantum master
equation for the dynamics of electrons inside the quan-
tum dots. Using methods from full counting statistics,
we have then calculated not only the average current
and the shot noise, but also the full frequency-dependent
noise spectra, higher-order power-power correlations, as
well as the g(2)-correlation functions of the output cur-
rents. Based on our analytical results for these observ-
ables, we have presented a detailed investigation of the
fundamental tunneling processes in Cooper pair split-
ters. Specifically, we have shown how the competing
processes of Cooper pair splitting and elastic cotunnel-
ing are manifested in the low-frequency fluctuations of
the currents and their cross-correlations. If the coupling
to the normal-state leads is weak, the two types of pro-
cesses show up as dips and peaks in the finite-frequency
noise spectrum of the cross-correlations. These results
are corroborated by an analysis of the g(2)-correlation
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functions in the time domain. Our work identifies sev-
eral experimental signatures of the fundamental trans-
port processes in Cooper pair splitters, and we expect
that our results may help guide and interpret future ex-
periments on Cooper pair splitting.
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Appendix A: Effective Hamiltonian

In this appendix, we derive the effective Hamiltonian in
Eq. (7), assuming a large superconducting gap and strong
Coulomb interactions on the quantum dots. In this case,
the quantum dots cannot be doubly occupied, and we can
discard the double-occupied states in the density matrix
and omit the double-occupancy contribution in Eq. (2).

We start by considering the von Neumann equation for
the density matrix of the full system

i~
d

dt
ρ̂H(t) = [Ĥ, ρ̂H(t)]. (A1)

Here Ĥ = Ĥ0 + ĤTS
is the time-independent Hamilto-

nian, with ĤTS
the Hamiltonian describing the tunnel-

ing between the quantum dots and the superconductor,
and Ĥ0 is the remaining part of the Hamiltonian. By
Laplace-transforming the density matrix as

ρ̂H(E) =

∫ ∞

t0

dtρ̂H(t)ei(E+iη)(t−t0)/~, (A2)

we can formally rewrite the von Neumann equation as

(E+iη)ρ̂H(E)−i~ρ̂H(t0) = L0ρ̂H(E)+LTS
ρ̂H(E), (A3)

having defined L0/TS
[ · ] = [Ĥ0/TS

, · ]. We can write the

solution as the geometric series

ρ̂H(E) = (W0(E) +W0(E)LTS
W0(E) (A4)

+W0(E)LTS
W0(E)LTS

W0(E) + · · · )i~ρ̂H(t0),

where W0(E) = [E − L0 + iη]−1. The superconductor is
in thermal equilibrium, ρ̂H(E) ' ρ̂0̃(E)⊗ ρ̂eq

SC , hence by
tracing out the superconductor, we get to second order
in LTS

,

ρ̂0̃(E) ≈ (W0̃(E) +W0̃(E)TrSC [ΣS ρ̂
eq
SC ]W0̃(E))i~ρ̂0̃(t0),

(A5)
where Ĥ0̃ = Ĥ0 − ĤSC in W0̃, ΣS = LTS

W0(E)LTS
,

and we have used that terms with an odd number of LTS

vanish and that higher-order terms are suppressed in the
large gap limit due to W0(E). Similarly, upon expanding
ρ̂0̃(E) = (E + iη − L0̃ − ΣS)−1i~ρ̂0̃(t0) to first order in

ΣS , we recognize that70 ΣS = TrSC [ΣS ρ̂
eq
SC ].

Next, we introduce the Bogoliubov transformation,

γ̂†q = (γ̂†q↑, γ̂−q↓) = â†qU
†
q, where â†q = (â†q↑, â−q↓) and

U †q =

(
u∗q vq
−v∗q uq

)
, (A6)

is a unitary matrix with uq = (1 + εq/Eq)
1/2/
√

2 and

vq = (1− εq/Eq)1/2/
√

2eiθS where Eq =
√
ε2q + |∆|2 and

θS is the phase of the superconductor. With this transfor-
mation, we get ĤSC =

∑
qσ Eqγ̂

†
qσγ̂qσ (plus a constant,

which does not contribute to the von Neumann equation),
and the tunneling Hamiltonian (5) becomes

ĤTS
=

∑

ξ=±,`qσ
ξtξS`q

(
uξqγ̂

ξ
qσ + σv(−ξ)

q γ̂
(−ξ)
−q−σ

)
d̂ξ`σ, (A7)

where we have defined t
(+)−
S`q = t

( )∗
S`q , u

(+)−
q = u

( )∗
q ,

v
(+)−
q = v

( )∗
q , γ̂

+(−)
qσ = γ̂

†( )
qσ , d̂

(+)−
`σ = d̂

( )†
`σ . We can

furthermore write LTS
in the compact form70

LTS
=

∑

ξ,θ=±,`qσ
ξtξS`q

(
uξqΓ

ξθ
qσ + σv(−ξ)

q Γ
(−ξ)θ
−q−σ

)
Dξθ
`σ, (A8)

where θ = ± determines if the operator acts to the left
(+) or right (−), for instance

Γξ+qσ Ô = γ̂ξqσÔ, Γξ−qσ Ô = Ôγ̂ξqσ, (A9)

and

Dξ+
`σ Ô = d̂ξ`σÔ, Dξ−

`σ Ô = Ôd̂ξ`σ, (A10)

where Ô is an operator. With these transformations, we
readily obtain

ΣS =
∑

ξθ`qσ

∑

ξ′θ′̀ ′q′σ′

ξξ′tξS`qt
ξ′

S`′q′D
ξ′θ′

`′σ′

(
uξ
′

q′Γ
ξ′θ′

q′σ′ + σ′v(−ξ′)
q′ Γ

(−ξ′)θ′
−q′−σ′

)
W0(E)Dξθ

`σ

(
uξqΓ

ξθ
qσ + σv(−ξ)

q Γ
(−ξ)θ
−q−σ

)
, (A11)
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where we have used the commutation relation ΓχθDχ′θ′ = −θθ′Dχ′θ′Γχθ (suppressing the subscripts). Having ex-
pressed the tunneling Hamiltonian in terms of the Bogoliubov transformation that diagonalizes the superconducting
Hamiltonian, we have

ΓξθqσL0 = (L0 − ξEq)Γξθqσ, (A12)

and thus

ΣS = −
∑

ξξ′θθ′tξS`qt
ξ′

S`′q′D
ξ′θ′

`′σ′

(
W0(E + ξ′Eq′)D

ξθ
`σu

ξ′

q′Γ
ξ′θ′

q′σ′ +W0(E − ξ′Eq′)Dξθ
`σσ
′v(−ξ′)
q′ Γ

(−ξ′)θ′
−q′−σ′

)

×
(
uξqΓ

ξθ
qσ + σv(−ξ)

q Γ
(−ξ)θ
−q−σ

)
,

(A13)

where we have left the summation indices implicit. Upon tracing out the superconductor, we find

ΣS =
∑

ξθθ′``′σ

θθ′
(
D

(−ξ)θ′
`′σ I

(1)
ξθ``′ + σDξθ′

`′−σI
(2)
ξθ``′

)
Dξθ
`σ, (A14)

where we have defined

I
(1)
ξθ``′ =

∑

q

tξS`qt
(−ξ)
S`′q

(
|uq|2f (−ξθ)(Eq)W0̃(E − ξEq) + |vq|2f (ξθ)(Eq)W0̃(E + ξEq)

)
, (A15)

and

I
(2)
ξθ``′ =

∑

q

tξS`qt
ξ
S`′−qu

ξ
qv

(−ξ)
q

(
f (−ξθ)(Eq)W0̃(E − ξEq)− f (ξθ)(Eq)W0̃(E + ξEq)

)
, (A16)

and we have used that TrSC

[
Γξ
′θ′

q′σ′Γ
ξ θ

q σ
ρ̂eq
SC

]
= δqq′δσσ′δξ,−ξ′f (−ξθ)(Eq), f+ = f and f− = 1 − f with f being the

Fermi–Dirac distribution, and εq = ε−q. In the limit of large superconducting gap at long times, W0̃(E ± ξEq) is
dominated by the constant factor ±ξE−1

q , whereby

I
(1)
ξθ``′ ' −

∑

q

tξS`qt
(−ξ)
S`′q ξE

−1
q

(
|uq|2f (−ξθ)(Eq)− |vq|2f (ξθ)(Eq)

)
, (A17)

and

I
(2)
ξθ``′ ' I

(2)
ξ``′ = −

∑

q

tξS`qt
ξ
S`′−qu

ξ
qv

(−ξ)
q ξE−1

q . (A18)

Using that I
(1)
(−ξ)θ`′` = −I(1)

ξ(−θ)``′ and I
(2)
ξ`′` = I

(2)
ξ``′ we find

upon performing the sum over θ and θ′ in Eq. (A14)

ΣS [ · ] = [ĤΣS
, · ], where

ĤΣS
=
∑

ξ``′σ

(
I

(1)
ξ+``′ d̂

(−ξ)
`′σ d̂ξ`σ + σI

(2)
ξ``′ d̂

ξ
`′−σd̂

ξ
`σ

)
. (A19)

Carrying out the remaining sums, one obtains the
terms in Eq. (7), where we have defined the amplitudes

~γCPS = −
√

2(I
(2)
−LR + I

(2)
−RL) and ~γEC = I

(1)
−+LR −

I
(1)
++RL, corresponding to Cooper pair splitting and elas-

tic cotunneling, respectively, absorbed the constant self-
energy into a redefinition of the quantum dot levels, and
omitted the term corresponding to a Cooper pair occupy-
ing a single dot, which is prevented in the large-U limit.

The momentum integrals from I
(1)
ξθ``′ and I

(2)
ξ``′ are cal-

culated explicitly in Ref. 33 assuming point-like contacts

between each dot and the superconductor (with zero tem-
perature), separated by the distance δr.

Appendix B: Quantum master equation

In this appendix, we derive the quantum master equa-
tion (9) with the dissipator given by Eq. (10). A micro-
scopic approach for quantum transport in normal-state
structures in the high-bias limit has been devised by
Gurvitz and Prager71–73 and later on extended to Cooper
pair splitters in Ref. 33. The method uses an occupation-
number representation of the many-body wave function,
which is time-evolved under the Schrödinger equation.
As an alternative and potentially more compact ap-
proach, we here derive the quantum master equation
starting from the von Neumann equation for ρ̂0̃ (cf.
App. A). The geometric series form of the von Neumann
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equation as in Eq. (A4) can also be obtained by iterating
as

ρ̂0̃(E) = W0̄(E) [LTN
ρ̂0̃(E) + i~ρ̂0̃(t0)] (B1)

= W0̄(E) [LTN
W0̄(E) (LTN

ρ̂0̃(E) + i~ρ0̃(t0))

+i~ρ̂0̃(t0)]

= · · · ,

where Ĥ0̄ = ĤS + ĤN in W0̄. We now inspect the oper-
ator

ΣN ≡ LTN
W0̄(E)LTN

, (B2)

which appears after the first iteration. To this end, we
express the tunneling Hamiltonian in the compact form

ĤTN
=

∑

ξ=±,`kσ
ξtξ`k ĉ

ξ
`kσd̂

ξ
`σ, (B3)

where we have defined ĉ
+(−)
`kσ = ĉ

†( )
`kσ , d̂

+(−)
`σ = d̂

( )†
`σ , and

t+`k = t`k, t−`k = t∗`k. We also have

LTN
=

∑

ξ,θ=±,`kσ
ξtξ`kC

ξθ
`kσD

ξθ
`σ, (B4)

in terms of superoperators as in App. A. With these def-
initions, we readily obtain

ΣN =
∑

ξθ`kσ

∑

ξ′θ′`′k′σ′

ξξ′tξ`kt
ξ′

`′k′D
ξ′θ′

`′σ′C
ξ′θ′

`′k′σ′W0̄(E)Dξθ
`σC

ξθ
`kσ,

(B5)

having used the commutation relation CξθDξ′θ′ =
−θθ′Dξ′θ′Cξθ, omitting the subscripts here.

The electrons in the normal-state reservoirs are non-
interacting, such that

Cξθ`kσL0̄ = (L0̄ − ξε`k)Cξθ`kσ, (B6)

and thus

ΣN = −
∑

tξ`kt
ξ′

`′k′D
ξ′θ′

`′σ′W0̄(E + ξ′ε`′k′)D
ξθ
`σC

ξ′θ′

`′k′σ′C
ξθ
`kσ

× ξξ′θθ′, (B7)

where we have left out the summation indices in the sum.
The environment is not affected by the subsystem of in-
terest, ρ̂0̃(E) ' ρ̂(E) ⊗ ρ̂eq

N , allowing us to trace out the
environmental degrees of freedom as

Σ̂ρ =
∑

ξθθ′`kσ

θθ′tξ`kt
−ξ
`k D

(−ξ)θ′
`σ WS(E − ξε`k)Dξθ

`σρ̂(E)

× f (−ξθ)
` (ε`k), (B8)

where ĤS in WS is given in Eq. (7), we have defined Σ̂ρ =

TrN {ΣN ρ̂0̃(E)} and used that TrN{Cξ
′θ′

`′k′σ′C
ξθ
`kσρ̂

eq
N } =

δ``′δkk′δσσ′δξ,−ξ′f
(−ξθ)
` (ε`k), where f+

` = f` is the Fermi–

Dirac distribution, and f−` = 1 − f`. Formally, insert-
ing completeness relations in terms of the eigenstates of
ĤS =

∑
a εa|a〉〈a|, we find

Σ̂ρ =
∑

ξθθ′`σ

∑

aa′

θθ′D(−ξ)θ′
`σ |a〉〈a|(Dξθ

`σρ̂(E))|a′〉〈a′|Iδδ′ξθaa′ ,

(B9)
where the integral

I`ξθaa′ =

∫
dε

ν`(ε)|t`(ε)|2f (−ξθ)
` (ε)

E − ξε+ iη − (εa − εa′)
, (B10)

contains the density of states, ν`, of lead `.
We now assume that large negative voltages are ap-

plied to the normal-state electrodes, so that they are

completely empty, f
(−ξθ)
` (ε) = δ−ξθ,−. In addition, we

assume that the lead coupling,

γ` ≡
2π

~
ν`|t`|2, (B11)

is constant for the relevant energies. Hence,

I`ξθaa′ = −i~γ`δ−ξθ,−/2 ≡ −i~I`ξθ/2. (B12)

Since I`ξθ does not depend on a and a′ we can remove
the completeness relations from Eq. (B9) and write

Σ̂ρ = − i~
2

∑

ξθθ′`σ

θθ′D(−ξ)θ′
`σ Dξθ

`σI`ξθρ̂(E). (B13)

Considering next the following iterations in Eq. (B1),
we see that terms with an odd number of LTN

vanish,
once we trace out the environment. On the other hand,
for terms with an even number of LTN

, we see that as
we commute all the C’s to the right, the leftmost C will
give rise to the substitution, E → E+ξε, in all the W0̄’s.
Hence, the approximations used above lead to integrals
over ε, as in Eq. (B10), involving products of simple frac-
tions with poles in the same complex half-plane. For this
reason, these integrals vanish.71 As a result, the iteration
loop terminates, and upon tracing out the environment,
we can write Eq. (B1) as

(E + iη − LS)ρ̂(E) = i~Dρ̂(E) + i~ρ̂(t0), (B14)

where we have defined the superoperator

D = −1

2

∑

ξθθ′`σ

θθ′D(−ξ)θ′
`σ Dξθ

`σI`ξθ. (B15)

Finally, by transforming this expression back to the time
domain, we arrive at Eqs. (9) and (10) by letting the
dissipator D act on the reduced density matrix.
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Appendix C: Matrix representation

To carry out our calculations, we need a matrix representation of the Liouvillian. In the basis

{ρ(0)(0), ρ(L↑)(L↑), ρ(L↓)(L↓), ρ(R↑)(R↑), ρ(R↓)(R↓), ρ(S)(S), ρ(0)(S), ρ(S)(0), ρ(L↑)(R↑), ρ(R↑)(L↑), ρ(L↓)(R↓), ρ(R↓)(L↓)}, (C1)

where ρψψ′ = 〈ψ|ρ̂|ψ′〉 and |ψ〉, |ψ′〉 ∈ {|0〉, |`σ〉 = d̂†`σ|0〉, |S〉 = 1√
2

(
d̂†L↓d̂

†
R↑ − d̂

†
L↑d̂
†
R↓

)
|0〉}, the Liouvillian reads

L=




0 γLe
iχL γLe

iχL γRe
iχR γRe

iχR 0 −iγCPS iγCPS 0 0 0 0
0 −γL 0 0 0 γR

2 e
iχR 0 0 −iγEC iγEC 0 0

0 0 −γL 0 0 γR
2 e

iχR 0 0 0 0 −iγEC iγEC

0 0 0 −γR 0 γL
2 e

iχL 0 0 iγEC −iγEC 0 0
0 0 0 0 −γR γL

2 e
iχL 0 0 0 0 iγEC −iγEC

0 0 0 0 0 −(γL+γR) iγCPS −iγCPS 0 0 0 0
−iγCPS 0 0 0 0 iγCPS iε− γL+γR

2 0 0 0 0 0
iγCPS 0 0 0 0 −iγCPS 0 −iε− γL+γR

2 0 0 0 0
0 −iγEC 0 iγEC 0 0 0 0 −iδ− γL+γR

2 0 0 0
0 iγEC 0 −iγEC 0 0 0 0 0 iδ− γL+γR

2 0 0
0 0 −iγEC 0 iγEC 0 0 0 0 0 −iδ− γL+γR

2 0
0 0 iγEC 0 −iγEC 0 0 0 0 0 0 iδ− γL+γR

2




,

(C2)
where we have introduced the counting fields χL and χR that couple to transitions into the left and right leads.

Appendix D: Power-power correlations

To evaluate the cumulants of the full counting statis-
tics, we need to find the derivatives of the eigenvalue
λ0(χ) of L(χ) with the largest real part. For χ = 0, this
is the zero-eigenvalue, λ0(0) = 0, corresponding to the
stationary state ρ̂S , defined as the normalized solution
to Lρ̂S = 0, which constitutes our unperturbed problem.

We now follow Refs. 48–50 and calculate λ0(χ) per-
turbatively in the counting fields, χ = (χL, χR). Our
starting point is the perturbed eigenvalue problem

L(χ)ρ̂S(χ) = [L+ L′(χ)]ρ̂S(χ) = λ0(χ)ρ̂S(χ), (D1)

where L′(χ) is the perturbation due to the counting
fields. Following the steps of Refs. 48–50, we find

λ0(χ) = Tr {L′(χ)ρ̂S(χ)} , (D2)

and

ρ̂S(χ) = ρ̂S +R[λ0(χ)− L′(χ)]ρ̂S(χ), (D3)

where R = R(0) is the pseudo-inverse in Eq. (24) evalu-
ated at ω = 0. Next, we expand all quantities as

λ0(χ) =
∞∑

n,m=0

(iχL)n

n!

(iχR)m

m!
〈〈InLImR 〉〉,

ρ̂S(χ) =
∞∑

n,m=0

(iχL)n

n!

(iχR)m

m!
ρ̂

(n,m)
S ,

L′(χ) =

∞∑

n,m=0

(iχL)n

n!

(iχR)m

m!
L(n,m),

(D4)

recalling that the cumulants of the currents are given by
the derivatives of the largest eigenvalue. We also note
that L(0,0) = L′(0) = 0 by definition.

Inserting these expansions into Eqs. (D2) and (D3) and
collecting terms to same order in the counting fields, we
obtain the recursive formulas49,50

〈〈InLImR 〉〉 =

n,m∑

i,j=0

(
n
i

)(
m
j

)
Tr
{
L(i,j)ρ̂

(n−i,m−j)
S

}
, (D5)

and

ρ̂
(n,m)
S = R

n,m∑

i,j=0

(
n
i

)(
m
j

)[
〈〈IiLIjR〉〉 − L(i,j)

]
ρ̂

(n−i,m−j)
S .

(D6)
From these expressions, we can in principle calculate any
cumulant of the currents. For the Cooper pair splitter,
the calculations are simplified by the fact that L(n,m) =
0, if both n > 0 and m > 0. As an illustration of the
recursive scheme, we find for some of the corrections to
the eigenstate the following expressions

ρ̂
(0,1)
S =−RJRρ̂S ,
ρ̂

(0,2)
S =−R [2IRR+ 1]JRρ̂S ,
ρ̂

(1,1)
S =−R [IRRJL + ILRJR] ρ̂S ,

ρ̂
(1,2)
S =−R

[
2IRR [IRRJL + ILRJR] + SRRJL

+ ILR [2IRR+ 1]JR + 2〈〈ILIR〉〉RJR
]
ρ̂S ,

(D7)

where I` = 〈I`〉−J` and S` = 〈〈I2
` 〉〉−J` is given in terms

of the noise, 〈〈I2
` 〉〉 = Tr

[
J`ρ̂S

]
−2Tr

[
J`RJ`ρ̂S

]
= S``(0).

Based on these expressions and Eq. (D5), we obtain
Eqs. (31) and (32) for the power-power correlations.
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