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Abstract

To meet the future energy demands of the World, fusion energy has been
proposed as a possible energy solution as it provides clean, sustainable and
reliable means of energy production. However, a working fusion power plant
has yet to be realised. Currently, the most promising reactor design is a
magnetic confinement device to called a Tokamak. One of the problems this
concept is facing is turbulent transport of particles and energy from the region
of closed magnetic field lines to that of open magnetic field lines and onto
plasma-facing materials of the reactor. Future reactors inherently contain
multiple ion species due to fusing of deuterium and tritium. Consequently,
understanding the influence of the multiple ion species on turbulent transport
is of utmost importance.

In this work, a drift fluid model is derived that consistently incorporates
multiple ion species and collisional interactions between species. The model
is derived from the Boltzmann equation and uses the Zhdanov closure to
obtain a closed set of equations from which the drift fluid expansion can be
performed.

The model equations are solved numerically using the discontinuous Galerkin
method and the numerical implementation of the equations is discussed in
detail.

With the numerical implementation of the equations, two topics are stud-
ied, seeded plasma blobs and turbulent transport. For the seeded blobs,
the influence of different ion mixes on the propagation of the blobs is exam-
ined through scaling of the blob velocity. The mixes that are studied are
deuterium-tritium mixtures as well as deuterium and doubly ionized helium
mixes. Finally, fully developed turbulence is investigated. In particular, the
impact of multiple ion species on the particle and energy fluxes across the
last closed flux surface is examined. For the blobs, it was found that when
the mixture is of deuterium and tritium, the velocity of the radial motion
decreases as the amount of tritium increases. From the deuterium helium
simulations, it is found that the higher mass of the helium is counteracted
by being doubly charged and results in similar blob velocities for deuterium
and helium dominated blobs respectively. For the turbulent transport the
results indicated that the increased presence of tritium yielded higher flux of
particles and energy from the edge to the scrape-off-layer.

Keywords: Isotopes, Multiple ion species, Drift-fluid equations, Plasma
blobs, Plasma turbulence, Numerical modelling



Resumé

For at imgdekomme fremtidens energiforbrug er fusionsenergi blevet foreslaet
som en mulig lgsning, der kan levere ren, vedvarende og palidelig energi.
Desveerre er et fungerende fusionskraftveerk endnu ikke realiseret. Det, for
gjeblikket, mest lovende reaktor design er et magnetisk indeslutningapparet
kaldet en Tokamak. Et af problemerne konceptet star over for, er transporten
af partikler og energi fra regionen med lukkede magnetfeltsliner til regionen
med abne magnetfeltslineir og videre ud pa reaktorens vaegge. Fremtidige
kraftveerker vil i sagens natur indeholde flere forskellige ion isotoper, da fu-
sionen sker mellem deuterium og tritium. Som fglge heraf, er det yderst vigtig
at forsta indflydelsen af flere ion isotoper pa den turbulente transport.

I denne athandling udledes en drift-fluid model, der konsistent inkorporerer
flere ion isotoper og deres indbyrdes kollisionelle interactioner. Model er ud-
ledt fra Botlzmannligningen og bruger Zhdanov lukning til at opna et lukket
seet af ligninger, hvorfra drift-fluid udvidelsen kan udfgres.
Modelligningerne lgses numerisk ved brug den ikke-kontinuerte Galerkin me-
tode, og implementeringen af ligningerne diskuteres i detaljer.

Med den numeriske implementering af ligningerne, undersgges to emner; plas-
ma blobs og turbulent transport. For plasma blobs undersgges effekten af
forskellige ion blandinger pa udbredelsen gennem en skalering af blobhastig-
heden. Blandingerne der undersgges er deuterium tritium samt deuterium og
dobbelt ioniseret helium blandinger. Til sidst undersgges fuldt udviklet tur-
bulent transport. Her undersgges ion blandingens inflydelse pa partikel- og
energifluxen over sidste lukkede feltlinie. For blobene findes det, at for deute-
rium tritium blandinger falder den radiale hastighed, nar maengden af tritium
gges i forhold til deuterium. For deuterium helium simuleringerne findes det,
at effekten af den stgrre masse af helium bliver modvirket af dobbeltionise-
ringen. Dette resulterer i lignende hastigheder for hhv. deuterium og tritium
dominerede blobs. For den turbulente transport indikerer resultaterne, at en
oget tilstedeveerelse af tritium fgrer til hgjere partikel- og energifluxer fra de
lukkede til de aben feltlinier.
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Chapter 1

Introdution and Motivation

No field of study exists without some form of motivation. This can be either
of pure interest for the sake of knowledge or from a more practical point of
view in order to achieve some goal. Naturally neither are mutually exclusive
and often one leads to the other. Plasma physics has for a long time been the
subject of study, in regards to understanding the heavens above us. However,
with the dawn of the nuclear age, the use of plasma physics for energy-related
topics, both destructive and peaceful, has become relevant.

1.1 A practical application - Fusion Energy

Harnessing energy from all kinds of sources is arguably the foundation of
mankind. From the first bonfire, millions of years ago [1] to prepare food
and stay warm, over harnessing natures kinematics for labour such as wind-
and watermills to mill flour and saw wood to today’s production of electricity
in modern adaptions of the aforementioned such as power plants. Much of
the power produced today is done with the burning of fossil fuels either for
electricity production, the transport sector or heating. A byproduct of the
consumption of fossil fuels is the release C'Oy into the atmosphere. This gas
is quite good a trapping long wavelength radiation emanating from the earth,
but not as good at keeping out short wavelength radiation coming from the
Sun. The continued release of C02 upsets earths energy balance and will
eventually lead to a global warming of the planet until a new balance is
found. While C'O; free renewable energy sources are gaining traction, they
still suffer from not being an on-demand power source. A backup system is
needed in the cases when the wind is not blowing and the sun not shining.
One such future backup or main energy source could be fusion energy.
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1.1.1 Fusion Energy

In the early 20’th century it was discovered that when combining light par-
ticles into the mass of the resulting particles was less than the sum of the
individual masses before the combination, or fusion, of the particles. From
Einstein’s theory of relativity, it was inferred that the small loss of mass could
result in large amounts of energy being released. The fusion of light protons
into helium is what powers the sun. However, this fusion process has a very
small reaction cross-section [2] and so is not viable for energy production on
Earth. The most achievable reaction is the deuterium-tritium (DT) reaction
which occurs as:

D+T —*He(3.5MeV) +n(14.1MeV) (1.1)

This means that for each reaction there is a total of 17.6MeV released. The
energy of the alpha particles goes in to heating the DT mix to fusion temper-
atures (and later to the divortors) while neutron energy is radiated onto the
vessel walls. If it assume that, e.g., 80% of the energy is captured and used
for power production, then the reaction of 0.4g of deuterium and 0.6g tritium
(a total of 1g of fuel) produces around the same amount of energy as burning
4-6 tonnes of crude oil or roughly 6-8 tonnes of coal. With such an energy
density, a fusion power plant at 1000MW would need approximately 250kg
of fuel for a years operation which is significantly less than the 2-3 million
tons of coal needed to produce the same output. Deuterium can be obtained
directly from seawater while tritium can be bred by irradiating lithium with
neutrons which is common in the earth crust [3]. It is estimated that with
proven resources of deuterium and lithium, the worlds energy demand could
be met for the next six million years based on current estimates [4].

1.2 Plasma Physics and the Tokamak

Producing and harnessing the energy of fusion reactions requires a machine
capable of doing so. Naturally, with reaction temperatures well into the
millions of degrees Kelvin, creating a box that can contain it poses quite a
problem, especially since all known materials have far lower melting points.
At such high temperatures, the fuel attains the fourth state of matter, namely
the form of a plasma. Many concepts to build a container have been consid-
ered throughout the history of fusion energy research, with the most promi-
nent being a magnetic confinement device called a tokamak[5]. To under-
stand how this works and confines particles one first needs to know how
charged particles behave under the influence of electromagnetic fields.
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1.2.1 The Tokamak

From first-year electromagnetism, a typical physics student learns how a
charged particle, under the influence of electric and magnetic fields, behaves.
So if the particle has a charge ¢, the force acting upon the particle is then
the Lorentz force:

imov:q(E+va) (1.2)
Where myg is the rest mass, v is the velocity of the particle, E and B are
the electric and magnetic field respectively. The electromagnetic forces are
known to be much stronger than the gravitational forces meaning the latter
can be neglected. Also, nuclear forces are not considered here. From the
Lorentz force equation, it is evident from the cross product of the velocity
with the magnetic field, that a charged particle in a magnetic field will gy-
rate around and along the magnetic field lines as long as the magnetic field
is present. Hence the particle is confined in the perpendicular direction. The
parallel component is unaffected by the magnetic field and the particle would
keep going along the magnetic field assuming it has a non-zero parallel com-
ponent. This is, of course, no problem if the container with the magnetic
field is infinitely long which is of course not possible. A ring, however, can
in a sense be considered an infinite loop and so taking a finite solenoid and
bending it into a doughnut shape creates a torus-shaped magnetic chamber.
While ingenious, it suffers from one major problem. Due to the bending, the
wires on the inside of the torus are more closely wound than the ones of the
outer part of the torus. This creates an inhomogeneous magnetic field of the
form

B(r) « — (1.3)
r
where r is the radial distance from the centre of the torus. The radius of the
gyrating motion, commonly referred to as the Larmor radius or gyro-radius,
is given as:

VTm

5 (1.4)

p =
where m is the mass of the particle, T is the temperature and ¢ the charge.
Upon inspection, it is evident the size of the radius depends on the position
of the particle in the inhomogeneous magnetic field, and in fact in the course
one gyration, the particle will experience a changing magnetic field. The
leads to the particle drifting since it travels a longer distance on the low field
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part of the trajectory compared to the high field side. Such a drift is called
the gradient-B drift. Due to the charge dependence in the Lorentz force,
two particles of opposite charge will drift in opposite directions, giving rise
to an electric field. When a gyrating particle experiences an electric field,
the particle will be accelerated when moving along the field and decelerated
when moving against the field or vice versa, depending on the charge of the
particle. This means that at one part of the trajectory perpendicular to
the electric field the particle will move faster than at the opposite part of
the trajectory perpendicular. Consequently, a second drift occurs, namely
the E x B, or electric drift. The direction of the drift is independent of
the charge and so the whole plasma will move radially outward, making this
configuration inherently unstable. The solution to this problem is then to
make the particles go back into the inner part of the reactor when they are
on the outer. This is done by adding a magnetic field in the poloidal (around
the torus cross-section) which together with the toroidal creates a twisted
magnetic field. The poloidal field is produced by ramping up a current in
a large central solenoid that induces a toroidal current in the plasma which
then creates a poloidal magnetic field. The tokamak was initially conceived
in the early ’50s in the Soviet Union along with the construction of the first
tokamak, the T-1 in 58[6]. Since then, a large number of tokamaks have
been constructed, but a tokamak that produces surplus energy has yet to be
made. The record for highest fusion gain was by the Joint European Torus
with a Q-factor of 0.67[7]. Early versions of the tokamak used a circular
cross-section of the torus while modern ones have a triangular-shaped (or D-
shaped) cross-section. A schematic of a modern machine is shown in Fig. 1.1
along with a cross-section of the vessel.

Here it is seen that the magnetic field lines can be divided into two regions:
one with closed field lines ending on themselves and one with open field lines
ending on the divertor plates'. The closed region is often referred to as the
confined region while the open region is the scrape-off-layer (SOL) where
particles are carried towards to divertors and disposed of. The size of the
tokamak can be expressed in terms of the radius of the torus called the major
radius R, and the radius of the tube called the minor radius r. From these
quantities, it is common to define the parameter known as the aspect ratio

R/r.

I'Naturally the field lines are not actually open since magnetic monopoles do not exist.
The use of 'open’ is to emphasize the interaction of the field lines with the vessel materials.
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Figure 1.1: Left: Schematic of a tokamak (taken from [8]). Right: Cross-
section of tokamak (taken from [9]).

1.2.2 Plasma Physics

In the preceding section, the principle of the tokamak was outlaid with an
offset in how a particle acts in a magnetic field. Having a single particle
within a machine is not quite enough to make fusion happen but instead, a
large number of particles will be present. The presence of a large number of
interacting particles is a fundamental problem in physics and the question
is now how to deal with such a system. In the field of plasma physics, the
particles are characterised by the fact that they emanate and interact with
electric and magnetic fields. This is the main focus of Chapter 2. What can
now be done is to try to get an idea of the kind of plasma that can be expected
within a tokamak. Whether it is a relativistic, a quantum mechanical or a
collision dominated system presents a path for studying the system. The
density and temperature of the plasma can be used to classify the different
plasma regimes and one such diagram is shown in Fig. 1.2. At above 10°K
the plasma begins to exhibit relativistic behaviour.

1.2.3 Turbulent transport

While the concept of the tokamak is very clear, bringing the machine to
fruition in terms of producing surplus energy has yet to be realised. One
problem is the high losses of particles and energy from the edge and the core
into the SOL. In classical theory, transport is carried through the diffusion
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Figure 1.2: Classification of plasmas according to temperature and density
where w, = (e?n/mep)/? is the plasma frequency. Figure modified from [10].

of particles and energy, but it is insufficient in describing the full loss. It
was later found that a correction to the classical transport due to the geo-
metrical shape of the magnetic field was needed which resulted in the theory
of neoclassical transport [11]. This too, however, is insufficient in describing
the full loss and one also needs to consider what is commonly referred to as
anomalous transport [12]. Consider a plasma with fluctuations in the pres-
sure. Under such circumstances the mechanism described earlier in regards
to the instability of a purely toroidal magnetic field confinement presents
itself again. A fluctuation, or perturbation, in the pressure, will experience a
polarising drift due to the grad-B drift (and curvature drift) and consequently
drift radially outward due to the resulting E x B-drift. These perturbations
drifting outward stretch along the magnetic field lines and are commonly
referred to as filaments or blobs. It has been found that these blobs con-
tribute significantly to the transport from the edge to the SOL [13]-[15].
Blobs entering the SOL can reach either the divertors or wall possibly caus-
ing degradation of the vessel materials as well as releasing impurities into the
plasma. The introduction of impurities to the main plasma can cause severe
cooling of the plasma, preventing fusion conditions from being reached. For
these reasons it is important to ensure material travels to the divertors and
do so in a steady stream. In order to alleviate this problem, it is necessary
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to obtain a better knowledge of their characteristics. The approach for doing
so in this work is through numerical simulations using conditions similar to
those of a typical medium-sized tokamak such as the Experimental Advanced
Superconducting Tokamak (EAST) or Asdex Upgrade. The plasma which is
found in the edge and scrape-off-layer of a tokamak usually reaches temper-
atures up to some 100eV and densities up to 10¥m=3. From the plasma
classification scheme presented in Fig. 1.2 it is clear that this kind of plasma
is a typical classical plasma where collisions are not dominant. Luckily, this
also means there is no need to worry about relativistic and quantum effects.
This is will be very useful in the next chapter when deriving a model well

suited for studying transport in this region.

1.3 Structure of Thesis

The focus of this work is the study of edge/SOL dynamics in which much
of the work done in this topic has only involved pure single species plasma
[16]-]20] or some effective particle representing a mix of species [21]-[23].
In this work, a true multi-species model is employed to study the effects
the ion mixture has on turbulent transport. This is studied in a 2D slab
configuration perpendicular to the magnetic field emulating a small region
in the outboard midplane of the tokamak, where the bulk of the transport
occurs. As mentioned, the main plasma in energy-producing machines will
be composed of a mix of deuterium, tritium and helium as well as some
amount of impurities. In this regard, it is known that the transport at
the LCFS is significantly influenced by the ion composition of the plasma
and in particular that the transition from a low confinement mode to high
confinement mode, commonly known as the LH-transition, is affected by the
mix [24]. Furthermore, at EAST temperatures have reached a record 100
million degree Kelvin [25] and pulses over 100 second [26] though not at the
same time. This has been achieved in part by the use of lithium in SOL
which has been shown to reduce transport across the LCFS [27]. The thesis
is divided into three main chapters, a theory, a numerical and a result chapter
which together contain the bulk of the work. Finally, the results from each
chapter are summarised in a conclusion chapter.

In Chapter 2 a theoretical model is derived based on the Boltzmann equa-
tion by taking moments to obtain expressions for macroscopic parameters
such as density velocity and temperature. From this, a drift fluid model, the
multi-ion Hot Edge-Sol Electrostatic or MIHESEL model, is derived similarly
to HESEL [17] along with appropriate approximation in order to obtain a
model suitable for numerical implementation.



1.3. STRUCTURE OF THESIS

The numerical implementation is discussed in Chapter 3. This includes
the choice of the discontinuous Galerkin method as the numerical method,
which forms the basis of the FELTOR library [28], as well as an overview of
the library. Furthermore, additions to the library in the form of a fully im-
plicit multistep backward differentiation formula (BDF) method along with a
non-linear solver to solve the non-linear system equation in the BDF method
are discussed.

In Chapter 4, the model is used to study the effects of isotopes on plasma
dynamics. The first part of the chapter is concerned with seeded blobs which
are studied using various mixtures of D and T, which are included in the first
submitted paper, and a mixture of deuterium and doubly ionized helium.
Blobs are a widely studied subject in regards to transport the simple setting
can provide much insight into the overall transport seen in a tokamak. The
second part of the chapter examines edge profiles and the turbulence that
evolves in this region. Here each blob in itself is not of much interest as it was
for seeded blobs, rather it is the statistical behaviour of the edge transport
that is of interest.

Finally, in Chapter 5, a summary of results and discussion hereof are
presented. Furthermore, an overview of future improvements and research
topics are discussed.



Chapter 2

Theory - from micro to macro

The goal of physics is often to make quantitative statements about the evo-
lution of a system of interest, in our case, a collection of charged particles
called a plasma. In principle, we know most of the first principles, such as
Maxwell’s equations, Schroedinger’s equation, the relativistic laws of motion
etc, and therefore all answers for our question should be right there for the
taking. However, this is rarely the case and intricate knowledge of the system
you wish to describe is needed to get any useful answers. It is for example
overly complicated for us to bring in quantum mechanics when wanting the
calculate the trajectory of a ping pong ball. In short, using a sledgehammer
to crack a nut is a bit extreme.

2.1 From the micro to the macro

In the introduction, the outline of plasma physics was roughly sketched as
a collection of charged particles interacting through and with electric and
magnetic fields. In the setting of a tokamak plasma located at the edge/SOL
region, it was argued that the plasma could be considered using classical
theory with a small number of collisions.

2.1.1 Fluid moment equations

To work with the system, two components are needed. One that describes the
kinematics of the particles and one that describes the evolution of the electric
and magnetic fields. For the latter it is known from first-year electromag-
netism that the classical evolution of these fields is governed by Maxwell’s
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equations [29]:

V-D=qgn

V-B=0

VXE——QB (2.3)
0t '

VXH:J—F;D (2.4)

where D = ¢y EE+ P is the electric displacement field with polarisation density
P, H=py !B — M is the magnetic field with strength with magnetisation
field M, ¢y and po are the vacuum permittivity and permeability and J
is the current density. These equations contain all classical electromagnetic
phenomena and are a bid overkill for the purpose of studying the edge/SOL
region. In this case, it is common to employ the electrostatic approximation
and assume the magnetic field perturbations to be negligible [30]. The result
is that the electric field can be expressed in terms of an electric potential ¢

E=V¢ (2.5)

This lessens the complexity of the problem quite substantially. Returning
to the problem of solving for 10" individual particles using the Lorentz
force equation is of course not possible either analytically or numerically.
Analytically, a three-body problem remains unsolved for an arbitrary system,
and n-body problems even more so. Numerically such problems are solvable
in discrete space, but tracking each particle quickly becomes unmanageable
as each particle interacts with each other creating an N? problem, where N
is the number of particles!. What can be exploited on the other hand is
that when the number of particles in the system is enormous the individual
behaviour of each particle is of little interest. Instead it is more interesting
to study the collective behaviour of the system and seek a way to describe
this. The method going forward is a statistical approach where the plasma
can be described through a single-particle distribution function fs(x,v,t)
defined as the number density of particles of species s within phase space
volume element dxdv at a time ¢ [32]. The variables  and v are considered
independent. From this distribution function, global parameters such as

ILess expensive particle approaches exits such as particle-in-cell, but even this is very
computationally demanding for such a big system of particles[31].

10
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particle density ng, velocity and pressure ps = ngTs can be obtained:

ns(m,t):/fs(m,v,t)dv (2.6)
nsus(x,t) = /vfs(:v,v,t)d'v (2.7)
;)ps(a:,t) _ gns@,t)Ts(a;,t) - [w-w) flwvnde (@8

To find how these evolve in time, the evolution of the distribution function
fs must be know. In this regard the procedure is very similar to what is used
to solve typical gas problems. In quick terms, the process is to assume all
particles to be identical and integrate out other particles and find an equation
for a single particle, but since all particles are identical, it can be used to
find global variables. If the plasma is relatively dilute the single particle
distribution function is governed by the Boltzmann equation, which can be
derived from the many particle Liouville equation. A thorough derivation
can be found in, e.g, [32], [33]. The Boltzmann equation is then given as

9 o F, o\, (0 9
(m*”'am%'av)fs—(atf5>wﬁ<atfs>m (29)

where Fs(x,t) is the force acting on the species s. In the case of a plasma,
this will typically be comprised of the electric and magnetic field and as
such the force is given by the Lorentz force stated in Eq. (1.2). The right
hand side represents the changes to the distribution function due binary col-
lisions between particles of all species as well as some source/sink term. The
source/sink term could be in either added /removed energy, momentum, par-
ticles or all three and the source terms thus accounts for inelastic collisions
such as ionization of neutral particles. In the case where the collisions are
negligible in comparison to long range Coulomb interactions and there are
no sources, the right hand side is set to zero giving the Vlasov equation. In
principle, with the correct collision operator (and neglecting non-binary colli-
sions) the plasma system is fully described by the combination of the kinetic
Boltzmann equation (2.9) and Maxwell’s equations with all length and time
scales resolved. However, this system of equations is practically impossible
to solve. The aim is therefore to reduce the complexity of the system to
illuminate the relevant physics. Since turbulent transport occurring in the
edge and scrape-off-layer is of interest in this work, the system of equations
will be tuned such that this behaviour is highlighted without being overly
complicated. Before doing so we take a slight pause to consider the collision
operator.
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2.1. FROM THE MICRO TO THE MACRO

Collision Operator The origin of the Boltzmann equation is in the study
of dilute gasses. In such a case the collisions between particles are that
of two hard spheres. This means that the interaction is an ’instantaneous’
short-range scattering of the two colliding particles that had no prior in-
teraction. Since particles don’t interact, except for during collisions, this
also means that limiting the interactions to two-particle interactions, as op-
posed to multi-particle collisions, is a very good approximation. In a plasma
physics this is not the case as charged particles interact through long range
(Coulomb) interactions and so it is not only long term collisions while also
being many body interactions. Luckily however, two particle interactions are
effectively screened by the Debye length and so it is only relevant when the
distance between the two is smaller than the Debye length while the many
body interactions are dealt with in the collective electric field. Considering
this the collisions can be assumed similar to that of dilute gasses and as such
described as binary collisions. In that case the operator is bilinear in form:

(575) =Gt =S Curt it (2.10)
col s

A commonly used collision operator is the Landau collisions operator given
as [34]-[36]

2 sqs! 2
Oss/(fs’fs’):ﬂ-(qq ) hlAss’vv'

ms \4meg
/
[ [wu (fs )G fuv) - fs(”)vv/fs/w))] (211)
mg mg
where In A,y is the Coulomb logarithm and
12 /
Ay = 70 Hss! (2.12)
‘qSQS/’ Vss!

Here pgg = msmg/(ms+mg) is the reduced mass, vso = VsVs/ (Vs + Vs')
with 75 =ms/Ts and the Debye length for the plasma is given as:

|

.
A = (Z Z‘;;z) (2.13)

S
Lastly, the rank two tensor U is expressed in terms of u = v — v’ as:

2
I—
e (2.14)

u3
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2.1. FROM THE MICRO TO THE MACRO

As stated earlier, the desire is for an equation that describes the evolution
of the system which involves some form of averaged quantities, ng, us and
Ts. From the Boltzmann equation, this can be done by taking moments in
velocity space. The simple straight forward approach would be to multiply
the equation with kv ® v..., where k is some factor like the mass m and the
outer product is performed ¢ times with ¢ being the number of the moment.
Performing this operation would result in a large system of equations. E.g.
the second moment would result in six individual equations etc. Instead,
expressions for the variables given in Eqs. (2.6) to (2.8) are sought. The
process is very similar to the naive approach stated above. This is rather
fundamental and can be found in a variety of textbooks [34], [37].

Density The zeroth order moment with k£ =1 describing the evolution of
the density is:

9 F, 0, ofs ofs
/dv(%fs+vvwf5+%%fs —/d’U [( ot )COZ+ ( ot >Srj (215)

The first term is already given from 2.6 by using that the time derivative
and the integral variables are independent and hence the operations can be
interchanged giving 0yns. Using the independence of & and v the second
term is found to be:

/dvv-mes :/dvvm'(vfs)_Wo

=Vg- /dfvvfs =V (nsus) (2.16)

When using the Lorentz force in the last term in the left hand side gives:

/dvFS-vas — /d'vvv (Fyfs) =0 (2.17)

For the collisional part of the right hand side it can be shown using the
divergence theorem and that fs — 0 as v — +oo that the Landau collision
operator conserves particles:

/des —0 (2.18)
This is a rather fundamental requirement as it would be very unphysical to

have a species creating particles simply by interaction with itself or another
species. Naturally, this excludes ionizing collisions which fall under the source

13



2.1. FROM THE MICRO TO THE MACRO

term. For the source term, there is no a priori knowledge, as it depends on
the physical setup, and so it is simply defined as:

/ dvS, = Sy (2.19)
(2.20)

The source might be by, e.g., injection of particles or by ionization of neutral
atoms. Adding it all together gives the fluid continuity equation for the
evolution of the density of species s:

0
RYRAE] x " \Nsls) = Osn 2.21
5" + Vg (nsus) = S, (2.21)

Fluid velocity For the next moment, with : = 1 and k = mg, where my is
the species particle mass, one has:

0 F,
ms/d'vv latfs+v'vwfs+m'vvf5]

N ms/dv [(v%£8>col i (v%£s>5rc] ‘ (2.22)

For the first term the same procedure used for the zeroth order moment to
exchange integral and time derivative is used here. Using (2.7) one arrives
at:

0 0
ms/dvvafs —msa<

For the next term one starts with employing the product rule and spatial
independence of the velocity variable to write:

ms/dv (Vm-('v'vfs)— f DU O)

= myVg- /d’u (vvf,) =m Vg - (v0) ;. = Vg - TI (2.24)

ns”s) (2.23)

This is just the next order moment which at the moment there is little infor-
mation about. What can be seen is that since v is a rank one tensor (vector)
the outer product vwv results in a rank two tensor meaning Il is a rank two
tensor. What to do is to write the velocities as the sum of the species aver-
age fluid velocity and the thermal velocity in that rest frame v = ug + ws.
Inserting this into 2.24 yields:

<vv>f8 = ((us + ws) (us~|—ws)>fs
= (Usts) p, + (Wsws) p + (UsWs) f, + (WsUs) (2.25)

14



2.1. FROM THE MICRO TO THE MACRO

Since ug is already the mean velocity its one gets <u5u5)fs = UsUg <1>fs =
usugng. Similar one gets <us'ws>f8 = ug ('ws>f8 = 0 which is also the case for
(wsus) p, =0 where it was used that (ws) ;= (v), — (us) , = ns (us —us) =
0. The remaining term (wsws); gives the pressure tensor Ps which as
mentioned is a rank two tensor. The trace of the pressure tensor gives the
scalar pressure:

1 1
ps = gTr(Ps) = gms/d'vwgfs (2.26)

In total one arrives at:

Ve Iy =Vg P+ Vg (msnsusus)
=V s+ Vg -Ips+ Vg (msnsusus) (2.27)

Where I is the identity tensor and 7r is the viscous stress tensor which at
the moment there is no information about. Lastly for the left hand side the
force term remains:

ms/dviv(EquxB)-vasz/dvqsvv-(v(EqL’va)fs)

—/dvqsvvv-(E+v xB)fs—/d'vqsvv-(v) (E4+vXxB)fs
= —msqsns (E+usx B)  (2.28)

The first term after the first equality term vanishes as it is a surface term
(Gauss’ Theorem). The second term vanishes since E is independent of
velocity and v x B is perpendicular to V,. This leaves only the last term
giving the above result. For the collisional part of the right hand side the
lowest order expression for the moment of the collision operator can be found
by using the bi-linearity expressed in Eq. (2.10). Expanding the distribution
function around a Maxwellian ? f¥ it can be shown that the frictional resistive
force of a species s" acting on a species s yields [34], [38]:

Rs’%s,u = —MgNsVs 5 (us - ’LLS/) (2-29)

where the collision frequency is given by [34], [39]:

22y 22 2% A gy (1+ ;;;)
VS/*)OZ - 2 T T, 3/2
1273/2etm? (m—ss + == )

msl

(2.30)

2The Maxwellian is expanded to first order in the relative mean velocity of the two
species assuming |ugs — uy| < vs.
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2.1. FROM THE MICRO TO THE MACRO

Rewriting msVy - (nsustes) = msnsusVy -us+msus Vg - (nsus) and invoking
the continuity equation (Eq. (2.21)), the density can be pulled out of the time
derivative in the momentum equation giving the fluid velocity equation as

0
MsNg <8t + ug - Vw>
—Vg s —Vaps+qsns (E+us X B)+ Rgs+ Spr —msugSy s (2.31)

Where the St is the momentum source defined as

Ofs
Sr = ms/dv (v aJ; )STC (2.32)

Pressure For the next moment, an expression for the pressure evolution
is sought. The starting procedure is by taking k = %ms, multiplying with
v? and performing the integration. This moment corresponds to the energy
equation for the total energy 1/ 2mnu?, but with the help of the continuity
and velocity equation, an equation for the pressure can be obtained. It should
be noted that one could have taken the 'full’ moment and multiplied by v ® v
which would give an equation for the full rank two pressure tensor, which
also encompasses the scalar pressure. The reason for not doing so is that
it would result in an additional six equations per species when the scalar
pressure is what is interesting. For the first term in the Boltzmann equation
the procedure is Very similar to the other two moments:

/ dont ] at

0 /3 1 9
/d'vws 51 /d us (% =5 < s + 5 MsMsUs ) (2.33)

This is the change in the total energy of the species. Here it was used that
v = us +ws giving v? = (us +ws) - (us +ws) = u? +w? + 2u, - w, and that
(us-ws) =ug- (ws) =0. Also to get the pressure, Eq. (2.8) was used. Using
the same again and that V v = 0 the next terms can be written as:

ms/dvvzvvmfs :;ms/dvvm' (U2vf5) _WO

:;ms/dvvx- ((ug —HUE +2u, -ws) (us+w8)f5)

1 0
:§mSV$ <<w§'w8> +ul(ws) +2((ws - us) ws)

+<w§>us+u§us<l)+2( We-t5 Us) O) (2.34)
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2.1. FROM THE MICRO TO THE MACRO

The first non-zero term on the last line involves the next order moment
and is the heat flux qs = %ms <w§ws>. For the second non-zero term, the
integral is independent of us and so the term is proportional to the pressure
tensor introduced earlier. The third non-zero term is recognised as the scalar

pressure <w§> = ps and the last term is (1) = ns. Putting it together gives:

3 1
—mg /dmﬂfvvwfs =V (qs +P,-us+ §u5p8 + 2u§usns> (2.35)

Using the same approach as for the momentum equation, the last term on
the left hand side of the Boltzmann equation yields:

1
§m5/dvv2£(E+v X B)-Vyfs

ms

1 2 2

—i/dvvv~(v qs(E—i-va)fs)—Vv‘(v qs(E—i—va))fs
:—1/dev-qS(E—l—v><B)f3+v2Vv~qs(E+'v><B)fs
:—/dvv s (E+vxB)fy=— /dvv Ef, = —nwus-E  (2.36)

Similar to the calculation for the resistive force in Eq. (2.29), the right hand
side can be evaluated to give:

Qs = Z;/d”UQC(fs,fs/) -y 3nsmsvg s (Ts — Tyr)

5 ms—+mg

(2.37)

This is be recognised as the collisional thermal energy exchange between
a species s and all other species s’. Upon inspection it can be seen that
Qs s = Qs as would be expected in terms of energy conservation. Adding
it all together yields:

0 <3 N 1 2)
at MmgPs — zMsNsU

2
3 1 9
+Vg- (qs + P u,+ iusps + 2“3“5”5)
—nSuS-E:QS—i—SE’S (2.38)

The source term was simply defined as

Sk =ms | dvv? s 2.39
’ ot
Src

and its exact composition will be discussed later in Section 2.1.3. This is the
total energy moment equation. Using the continuity equation multiplied by
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2.1. FROM THE MICRO TO THE MACRO

1/2msu? and taking the dot product of the momentum equation with ws the
pressure momentum equation can then be obtained:

30 3
iaps + ivw : (psus> + P : Vaus+Vg-qs
1
=Qs—u-Rs+Sps—us- St s+ -msuS, (2.40)

2

To summarise, an equation for the density, fluid velocity and pressure are now
at hand. These are however not usable at this time as it has been noticed
that each equation required part of the next order moment. One could go on
and find further moments and hope for the best, however the v -V, fs terms
naturally introduces the need for the next moment. This means one would
have to go on for infinity, which is of course quite time consuming. In the
end this leaves undefined quantities, namely the viscous stress tensor 75 and
the heat flux q5. Due to these unknown parameters, the density, velocity and
pressure equations are for the moment unsolvable. Therefore, some method
is needed to close the system of equations such that they can actually be
solved.

Closure The method of closing the system is referred to as a closure
scheme. An example of a simple closure scheme could be by simply fix-
ing the fluid velocity and only solve the continuity/density equation. This
kind of closure is termed a truncation scheme [35], [40]. For the equations de-
rived above, one could also set the pressure tensor and heat flux to zero, this
would, however, leave out interesting physical behaviour. For this reason,
this closure scheme is not used. Another closure approach is the so-called
asymptotic scheme in which scales of the kinetic equations are exploited to
arrive at equations for the higher moments. The downside of this approach is
a vastly increased amount of complexity and mathematical rigour. One such
approach, and in plasma physics the most common approach, is to use the so-
called Chapman-Enskog procedure which expands the distribution function
in some small parameter ¢ [41]:

fo=footefs1+e oo+ .. (2.41)

This is done under the assumption that the mean free path A and the mean
gyro-radius ps is much smaller than characteristic parallel and perpendicular
length scales, L) and L respectively

A Ps
ER — ~ —— 2.42
L, "L (2.42)
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2.1. FROM THE MICRO TO THE MACRO

This method is used by Braginskii [37] to derive the famous Braginskii fluid
equations for density, fluid velocity and temperature. It is these equations
that form the basis of many single species drift fluid models, including the
HESEL equations. However, it turns out that when multiple ion species
are introduced the Chapman-Enskog procedure can become mathematically
overly complicated. Luckily there is another procedure which has proven
useful when dealing with multiple species. This method is the Grad’s moment
method [42] and is employed to form the Zhdanov closure which will be used
here[34]]. The main idea is to expand the distribution function in terms of
orthogonal tensorial Hermite polynomials as

2m—|—1 N(m+n)!

m
SrH™ — 2.4
=02 2 2t 2 T (“’5 T3> (2.43)

where H™" is the Hermite polynomials expressed in terms of Sonine polyno-
mials S and irreducible harmonic polynomials P:

H™ = (=2)"' 082 <<c\/?>2 /2) pm (ws Z’f) (2.44)

and the coefficients a,,, are given by:

nea™ = / deH™™ f, (2.45)

Doing ample amounts of algebra and arithmetic will yield explicit expressions
for the polynomials and consequently the coefficients. Once an explicit form
of the distribution function is found, the unknown moments can be evaluated
and in this case give expressions for the pressure tensor and heat flux in
terms of density, fluid velocity and temperature to make a closed system of
equations. A thorough discussion on the difference between the Chapman-
Enskog closure scheme and Grad’s moment method can be found in [33], [34],
[43], [44].

2.1.2 Zhdanov Closure

The polynomials and coefficients discussed can be calculated explicitly to
form the distribution function fs; and consequently evaluate the pressure
tensor and heat flux. The lowest moment approximation is the 13-moment
approximations which include all interesting physically meaningful quanti-
ties. Unfortunately, this does not provide sufficient accuracy [33], [34]. The
next moment approximation is the 21-moment approximation which gives
a good accuracy while going higher the 29-moment approximation does not
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2.1. FROM THE MICRO TO THE MACRO

yield much increase in accuracy [33]. In the 21-moment closure used by Zh-
danov, the complexity of solving the system is such that the ion temperatures
are assumed nearly equal |1}, —Tj| < Ti,. This limitation does not apply to
electrons as the mass is much smaller. For future reference, the subscripts
o and 3 will be used for ions while the subscripts s and s’ denote both ions
and electrons. It should be noted that for the single ion species case, the
Chapman-Enskog procedure and Grad’s method yield identical results and
so the results obtained by Braginskii, which correspond to the 21-moment
method, are identical to the Zhdanov closure for a single ion species [34].
Furthermore, while cumbersome, the Chapman-Enskog method has been ap-
plied to multispecies as seen in [38], [45], albeit without expressions for the
viscous stress tensor. The two remaining terms in the moment equations,
disregarding the source terms, are the heat flux qs; and the viscous stress
tensor 7rs. This closure has also been used for other fluid models to model
impurity transport in the edge [46], [47].

Heat flux To lowest order in the expansion of the distribution function,
where collisions are neglected, the ion and electron heat fluxes are given as:

5
Ax0 = 2quij X VT, (2.46)
«
5
Gxc = —§%b x VT, (2.47)

where b = B/B is the magnetic unit vector. These fluxes are commonly
referred to as the diamagnetic heat flux [48]. Going to next order, the colli-
sional contributions to the heat fluxes perpendicular to magnetic field are:

(3 [Vpa _ Zang]

p
ql.o0= m2 62 Zﬂaﬁ’/ﬂ%a

atfca B 2 Na Zﬁnﬂ
1 1 27 7
_ o ma ((18myy B5ma) G 202G | g g
ma+mg |\ 4 mq 2 mg 4 Zg

e 37Vpe Vpa
ql.e= pQQ Zya—>6< [ b + b }

edbce a 21 ne ZaNg

12

In this last expression, the collisional electron heat flux was reduced in com-
plexity following [38].
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2.1. FROM THE MICRO TO THE MACRO

Viscous stress tensor To express the viscous stress tensor is it useful to
first write the rate of stress tensor [34]:

2
W = Vua+ (Vua)! — IV ua (2.50)

It is further useful to split the tensor into a parallel part, a perpendicular
non-collisional gyroviscous part and a pependicular collisional part [49]:

=T+ Wyt (2.51)

As before, the parallel term is neglected as only the perpendicular parts are
of interest. With the rate of stress tensor, the perpendicular components can
be written as [34]:

gy = [bx W - (T — bb) — (T — bb) - W x ]

+ 2059y [b X W -bb—bb- W x b] (2.52)

1
T | =— 1, | (I—bb)-W-(I—bb)+§(I—bb) (b-W -b)
—4ns | (I —bb)-W -bb+bb- W - (I —bb)] (2.53)
The coefficients for 74, gy and 71, | are:

Ps

=2 (2.54)
¢S
L ps msm 6my dmy Zs
— ! —_ - ’ ! o _'_ T E '
Ns, L %778 —s, L 4 ngs %: (ms +ms')2 Ve'=s D Ma D myg Zs’
(2.55)

Due to the appearance of the species gyro-frequency in the denominator, the
electron version is small compared to ions. Hence it can be neglected.

Correction to resistive force While the above expressions closes the
system of equations, the closure scheme allows for a correction to the per-
pendicular resistive force:

(2.56)

bxVTs bx VTS,>
msqs B Mg Gy B .

3
Rs’—)s,T,J_ = §msnsys’—>s,us’s <
This the thermal resistive force. The physical meaning of this terms is dis-
cussed in detail in [37]. Summing over all species s" this together with fric-

tional resistive force in Eq. (2.29) constitutes the total resistive force R |
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acting on a species s. In this regard it should be noted that the expression
yields momentum conservation:

Rs’—)s,J_ = _Rs—>s’,J_ (257)

With this, closed forms of equations for density, fluid velocity and pressure
can now be given. These were obtained by taking moments of Boltzmann
equation and using the Zhdanov closure scheme. Lastly remains the source
terms.

2.1.3 Source terms

The sources were not explicitly given in the moment equations for density,
fluid velocity and pressure. Working in the fluid picture one can define fun-
damental sources Xy where f denotes one of the fundamental fluid variables,
n, w, T etc. Physically, these sources could be the addition of particles, ap-
plication of an external field that accelerates the plasma fluid or the heating,
by e.g. ICRH. The function X; can be any function describing a desired
physical situation. It is instructive to write the general sources appearing
in the density, velocity and pressure equations denoted Sy in terms of these
fundamental sources [50]. The general source terms were again a function of
the energy source Sg and flux source Sr. Beginning with the density there
is not much new. It is a rather fundamental quantity so one simply has:

Sp =2 (2.58)
For the fluid source:
St =mu'S, +mnX, (2.59)

where 4’ is the flow velocity of the added particles. The exact nature of 3,
depends on the situation, but could be e.g. an external electrical field or
something similar. Finally the source for the total energy is comprised as:

1 3
Sp = 5mu’QEn—i—mnu-Eu+§ (T/En+nET> (2.60)

The first term here corresponds to the addition of the fluid kinetic energy of
newly added particles, while the second corresponds to the increase in fluid
kinetic energy brought about by acceleration of the fluid due to some fluid
velocity source. The last term is the increase in total energy by the addition
of new particles with a temperature 7" or by a thermal heating of existing
particles. In 7" care must be taken, in the sense that the particle may be
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2.2. DRIFT FLUID EXPANSION

newly formed, possibly in the form of an atomic process such as ionisation
[51]. Here the temperature of the electron is not the same as the temperature
of the neutral particle, instead one has T, = me/m,T),. It appears that for
all moment sources, there is a need for all lower moment sources. In the
expressions for the density, momentum and pressure the total source terms
can now be expressed in terms of fundamental sources [50]:

Sp =y (2.61)
mnsS, = Sr —muS, =m (u' — u) Yin +mndiy, (2.62)
1 5., 1 2 3
Sp:SE—u-SF+§mu S, = im(u/—u) Zn+§ (T/En—i—nET)
(2.63)

It should be noted that the pressure source is unaffected by the acceleration.
Naturally this is to be expected as pressure is related to the particles and
their thermal motion, to which the fluid velocity source adds nothing.

With this, there is now a complete closed set of equations for the fluid
variables, density, fluid velocity and pressure (or temperature).

2.2 Drift fluid expansion

Even though the equations of the macroscopic values nq, u, and p, along
with expressions for q,, 7, and R, form a closed set of equations, they
are still too tedious to work with. First, the number of equations for each
species is four (or five for 3D). Second, the equations allow for high-resolution
length and time scales. To overcome both problems a common procedure
used in plasma physics is the so-called drift fluid approximation. The idea
is to make an order of magnitude expansion of the velocity and then use
characteristic length and time scales of the physical phenomena of interest
to order the terms in the velocity equation [38], [52], [63]. Concerning this
work, the interesting physical phenomena are turbulent transport occurring
at the outboard midplane.

A note on the magnetic field Before deriving the drift fluid model, it is
worthwhile to consider the magnetic field composition. As mentioned in the
introduction the domain of the study is a 2D slab located at the outboard
mid-plane of the tokamak. If the poloidal contribution to the magnetic field
is assumed to be negligible or slowly varying over the domain, the changes
in the magnetic direction are small from flux surface to flux surface, mean-
ing the magnetic shear is negligible [5]. In such a case, the magnetic field
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2.2. DRIFT FLUID EXPANSION

perpendicular to the 2D slab can be considered parallel everywhere. If the
major radius of the tokamak R is much bigger than the minor radius r, the
aspect is large meaning the magnetic curvature is small. In such a case the
magnetic field can be assumed straight, which means it can be in a Cartesian
coordinate system as represented as:

BoR
=—2Z 2.64
Rtr+a (2.64)

where By is the field strength at the major radius R and r is the minor
radius. x = 0 is the last closed flux surface and as such positive x from the
last closed flux surface into the scrape-off-layer. This constitutes the form
of the magnetic field that is used in this work. It should be noted that the
zero-curvature assumption is not necessary for the derivation of the drift fluid
model in a slab geometry, but the low shear is.

B(x)

2.2.1 Drift fluid velocities

For turbulent transport it is assumed that the dynamics evolve on time scales
much slower than the ion gyro-frequency time scale and that the perpendic-
ular gradient length scales are much longer than the ion gyro-radius length
scales:
Y ~e and Voul
Qc,s Qqs
where € < 1 and w is some characteristic frequency. This means that w ~
0¢ ~ €. Furthermore, the system is assumed weakly collisional meaning the
resistive force is small |Rgy_,| ~ €. The viscosity is also taken to be of order
€ [37], [54]. Additionally, the pressure is assumed to be order 1 and the same
goes for E/B. Expanding the perpendicular fluid velocity in terms of order
of € yields:

~ € (2.65)

2 ..
Ug | = Ug(, | FTEUGT | +EUgo | + - (2.66)

With the above orderings the momentum equation can then be expanded
as:

Vv
OIEOL]STLS <E+ {EO’U,S’O,L—FELU,S’LL—F'“] x B — . ss>
sTs

0

+ e [ =mang | o+ (Cugor+Heugy o) V| (Cuso+ gy o)
8t sy sty ) Ly

_V'WS(EOUS,O,J_"—Elus,l,J_""")+Rs(€0us,O,J_+61us,1,J_+"')

+ msnsSu@L(eous,O,L + 61us,l,L + e )) . (267)
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Where is was used that the total derivative in the momentum equation
(Eq. (2.31)) is given as

d 0
% = a‘i‘(uSV) (268)

Collecting terms of same order gives for €'
0= qsns (E Faug0,1 X B) — Vps (2.69)
and for e':

ot
+Rs(us,0,J_) +msnssu,s,L(us7O7J_)' (2'70)

0
0= qsNsUs 1 X B —mgn, ( +us0,1 - V) Us,0 — V- Ws(us,O,J_)

Although the expansion has no end, it needs to be truncated at some point.
Luckily, the nature of the expansion is such that only velocities of order € and
below are needed to evaluate all terms of order €. This means a truncation
can be done at any stage without any considerations on the higher orders,
except that they are assumed negligible. It is common to truncate at €', as
is done here, since all terms of the fluid velocity equation are present. With
this out of the way, it is possible to derive expressions for u o and us 1. Since
it is perpendicular transport that is of interest, the procedure is to apply bx
to the equation (2.69):

0=guns (bx E+bxuyg1 x B)—bx Vp,

= (sNg (b X E+Bus707l) —bx Vpg
bx Vo n b x Vps
B qsnsB

= Ug 0,1 = =UgFE + Us (271)
Here it was used that the electric field and potential are related as E = —-V¢
in the case of the electrostatic approximation. To get the perpendicular
part of the velocity, the triple vector product (or BACCAB) rule is used:
bx (axb)=a(b-b)—b(a-b) =b*a—b*b/b(a-b/b) =b%a,. The velocity
components correspond to the F x B-drift and diamagnetic drift. The £ x B-
drift is well known from from single particle motion where particles in a
magnetic field under the influence of an electric field will drift perpendicular
to the two fields. This type of drift is the main driver for transport of
particles. The diamagnetic drift on the other hand does not advect particles,
rather in the case of pressure gradients more gyrating particles are in the high
pressure region compared to low pressure region. This gives the appearance
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of a flow without any motion of the gyro-centers. It should be noted that
while it is not an actual drift, it can be related to the grad-B drift, curvature
drift and magnetization drift [55]. Moving on to the next order the same
procedure is followed applying bx to (2.70) and use the BACCAB rule again
to obtain:

ot
—bx V- 775(11,570) +bx Rs(us’o) +mgngb X Su(u&())

0
0 =gsnsb X us1 x B —nsmsb x ( +usp- V) Us

0
:qsnsu3717J_B - nsmsb X (at + u570 . v) uS,O

—bx V- 7"5(“5,0) +bx Rs(us’o) +mgngb X Su(’u,s’())
V-ms(us,0)

m 0
= Us 1, | =—bx <+u570-v> Ug,0+ B
sits

qsB ot
_ b x RS(U&O) _ msb X Ss(’u,&o)
qsnsB qsB
=Usp+Us g+ Us R US, (2.72)

The four terms arising here are the polarisation term, which is a correction
to the £ x B and diamagnetic drifts [56], the viscosity drift due to the stress
tensor, the resistive drift due to collisional interactions with other species
and a source/sink drift due to either the contribution of new particles or
some source in the velocity. This now gives a closed set of equations for
the velocities and so we no longer need to solve the momentum equation.
If one in the future wishes to have more terms included, the procedure is
very simple as one just does what was done to the two lowest orders, i.e.
apply bx and solve for u,, in terms of lower order drifts. Above, six drift
terms have been defined, where the F x B and the diamagnetic drift were
explicitly given. The €' terms are all given through as functions of the €’
drifts. Proceeding now to write them out explicitly gives for the polarisation
drift:

m 0
Ugp = qs—l‘;b X < +ugp- V) Us

ot
Mg 0 bxV¢ bxVps bxVe¢ bxVps
_msy (O . 2.73
4B X(aﬁ[ B am | V)T B s | &7

In the electrostatic approximations 0;b = 0. Additionally, it is assumed that
the local curvature of the magnetic field is negligible and so Vb= 0. With
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this and some vector algebra to move the bx under the derivative sign yields:

. mg 0 b x ng b x Vps VJ_gb VJ_ps
Wsip = qsB <8t+[ B + qsnsB ] V) B +q5nsB
ms [ O
_ i 0" s 2.74
qu<8t+u’O V)u,ojL (2.74)

The resistive drift Ry_,, consists of a frictional force and thermal force.
Inserting the expression for the lowest order drifts in the frictional force

(Eq. (2.29)) yields:

usRuL:_M:_ b X(_msnsys’%s[us_uslb
bt qsnsB o qsnsB
- b bx V6 bxVp, bx¥V§ bxVp,
—ngVS'%SqSB % ( B gsnsB B ¢n.B )
_ _stys’—)s (VJ_ps . VJ_ps> (275)
s qsB qsnsB qgngB

Doing the same for the thermal resistive force in Eq. (2.56) gives:

. b x RT,s(Us,O)
UsRT,1 — —
gsnsB
bx 3 bxVTs bxVTy
= — —McNl/ot / —
gsnsB \ 2 stsls'—sslls's msqsB ms’Qs’B

(2.76)

_ §nsys’—>s,us’s < VT . ViTy )
2 gsnsB msqsB  mgqy B

It should here be noted that because nsmgsvy_,s = ngmgr,_ o it can be
shown that Zsnsupg g3 = —Zgngup sy

For the viscous drift, the collisional perpendicular part results in the
corresponding drift

axna,J_ (&U(%‘*‘ OzPa )—331(%—% yPa ))

1 QQnaB CIanocB
— Oyd OyPa Oz @ OzPa
Ur | PR:] M, L (8;5(% + qa%aB) + 0y (552 + qanI;B))
0
0, OyPa Oz OzPa
+0yTa, 1 (856(% +oirg) +0y( 20 4 qanI;B))
81‘ a‘l/ o 8 a (&3
- y77a7i (ax( B¢ + qan]iB) - ay(%ﬁﬁ + qaiziB)) (277)
0
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Similarly the gyro-viscous contribution to the viscous drift becomes:

DN, gy (aﬂ:(%ﬂj + o) 1 9, (%2 + 717))

1 qanal GanabB
U= e | O (aCH 550~ 0CH )
0
~yllengy (ax(agb + qgfz];aB) - ay(%d) + qu;z?B))
~Oylagy (00 (% + 722%) + 0, (%P + 22k ) | (278)
0

Lastly remains the source drifts. With the definitions of S, and S,, given in
Egs. (2.61) and (2.62) the resulting drift is given by:

msb X S5 M , Vo Vps | Xns
= S = b - T xS
USu.s qsB qu(l X st B +qsnsB Ng TOX 2y
(2.79)

This concludes the individual drifts from the drift fluid expansion.

2.2.2 Drift reduced moment equations

With the continuity equation in Eq. (2.21) and the drift velocities derived
above, the drift reduced continuity equation can now be written out. Here
it is beneficial to split it into ion density equations and electron density
equation. The reason for this is that the polarisation drift and viscosity drift
both depend on mass and so are much smaller than their ion counterpart
meaning they can be neglected. For the ions the density equation becomes:

0
prs +V- (na {uE +uUpotUpo+URGT Ura +usu’aD =Sn, (2.80)

The electron counterpart with the mass consideration becomes:

gtnejtv. (ne [up+upe+ure+tus,,|) =S, (2.81)

Since the drift fluid expansion has been performed there is no need to look at
the momentum equation any more and leaving only the pressure equations.
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With the drifts, this gives the ion pressure equation:

+PaV - (wr+Upa+UpatUrattna)+Ta: Vitga+V-ga
:Qa - (uE + uD,a) : Ra (u0>

+Sp, — (uE+uD7a) -Su, + ;ma (quLuD’OC)QSnCY (2.82)

and the electron pressure equation

;gtpe + 2V- (pe [uE +Upe +UR76D

+pV - (wp+upattna)+V-ge
=Qe — (UE + UD,a) -Re(uo)

+ Spe — ('UIE + uD,e) “Su,e+ ;me ('UIE + uD,e)2 Sn.e (2.83)
While there are now equations for the density and pressure and the mo-
mentum is no longer needed, there is still the need for an equation that
updates the electric field. As mentioned the, the electrostatic approxima-
tion is used with the magnetic field assumed constant. A common approach
to find the electric field and consequently the potential could be to simply
find the charge distribution by subtracting the electron charge density en,
from the ion charge distribution ), Z,en, and the solve the corresponding
Poisson equation:

e(XqZang —ne)
60

Vip=— (2.84)
While simple, it would involve fast time scales. The trick is to invoke the
assumption of quasi-neutrality n. ~ >, Zang. What is meant with this is
that it is assumed that the macroscopic plasma to be neutral[30]. What it
does not mean, however, is that there can be no electrical field. The reason
for this is that fluctuations on the Debye length scale are allowed which
consequently allows for small electric fields. This is needed for the drift wave
instability to evolve.

From the ion equation it is seen that it contains the polarisation term

2
which includes the time derivative of the vorticity w = %. Subtracting the
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electron density equation from the sum of ion density equation yields:
0
a Z Zang —mne+V- <Z ZaNg {UE +UD T UpaTUR T uw,a}
o «
(0%

Due to the quasi-neutrality condition, the d;n terms cancel each other and
the same goes for the ug terms. Furthermore, as noted earlier Zsnsupg ¢, =
—Zgngup sy and so all resistive force terms drop out. With these consid-
erations we can now write the vorticity equation as:

m 0
Z ZoV - naiqag (81& + U0 V) U, 0,1

=V- neupjeZZaV-na (uD,a —|—u7w) — V- (neup) (2.86)

This now needs to be solved in regards to d;¢ which unfortunately is rather
non-trivial as will be seen in the section on the numerical implementation.
This concludes all equations needed for a full system of coupled pde’s that
can be be used to study turbulent transport.

2.2.3 The MIHESEL equations

The equations as they are now are still somewhat computationally unwieldy
and so the aim is to reduce the complexity. This is done in two parts,
one where the individual expression within the equations is used to reduce
the number of terms and simplify. This does not change the physics of the
equations. The other part is where a number of approximations are employed
to make the model suitable for numerical implementation. The final set of
equations after these steps is the Multi-lon Hot Edge/SOL Electrostatic,
abbreviated MIHESEL, model, an update of the HESEL model [17], which
does the same, but only for a single ion species.

2.2.3.1 Term reduction

To start, the polarisation drift and gyro-viscous drift terms in the density
equation are considered. For these two terms what is commonly referred to as
gyro-viscous cancellation is employed [53], [57]-[59]. Omitting the derivation,
the consequence of the cancellation is that part of the gyro-viscous stress
tensor cancels the diamagnetic advection contribution in the polarisation
terms:

V- Tgy 1a+nNa (UD,a : V) Ul 00=VIX (2.87)
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Where V | x is the remainder of the gyro-viscous cancellation. As this appears
in the density equation it will naturally carry over to the vorticity equation.
The exact form of the remainder term is not discussed here as it is dropped
due to only contributing when the magnetic field is inhomogeneous in which
case the contribution is small. Moving on to the pressure equations, the
diamagnetic contributions from the drifts and the heat flux are reduced as
follows:

3
§V 'pSuD,S +p$v ° uD75 +v ° q>(73

3 bxV bxV 5
:V-<TS . ps>+psv- qx p5+v.< psbeﬂ)

2 qu snsB 2qu
5 T, b x Vps 0 5 Ds
- v. b — : -V b T,
2v (qu ><va> —5 Vb +2v o x VT,
5 b 5 b p?
=_V. == V(= 2.
2v (quXV[nsps]> QVX<qu> V<n8> (2.88)

For the last equality the identity V- (Gx H)=(VxG)-H—-(VxH)-G
and that V-Vg =0, for some function g, were utilised. Continuing with
the heat flux it is noted that the expressions for the electron heat flux given
in Eq. (2.49) greatly resembles the expressions of the frictional and thermal
resistive drifts given in Eqgs. (2.75) and (2.76) and when taking the mass ratio
of ions and electrons into consideration meaning the heat flux can writen:

9le=9qluetqLTe

3 13 V2

2
= —§pe’U/R7u,e - Za:pe <4 + Z@) guR’T7a—>e- (2.89)

Combining this with the resistive drift terms for electrons gives:

3
§V ’ (peuR,e) +pev *URe +V- ql.e— Qe + (uE + uD,e) ‘R,

5 bxV bxV
:iv'(peuR,e)_M+v'QL,e_Qe+ B ¢'Re+ g 'Re
e
V2 2
=V (peuR,e> -V Zpe <1 + 7 guR,T,e — Qe+ URe" (Qenevﬁb) .
« @
(2.90)
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Here it was used that (G x H)-J =G - (H x J) to rewrite ('u,E +UD,e) ‘R..
Following a similar procedure for the ions results in:

3
§V ’ (pauR,a) +pav *UR,o — Qoz + (uE + 'U'D,a) ) Ra

= ZV : (pauR,oz) — Qo+ UR, o * (Qanav¢> (2'91)

2.2.3.2 Drift terms and their final form

The above rewrites made for some simpler expressions. Unfortunately, the
drift versions of the moment equations are still not easily implementable.
Hence appropriate approximations are sought in order to get a numerically
implementable model. All drift terms are now considered individually, in the
context in which they appear.

E x B drift related terms Starting with the main driver of the inter-
change instability in the form of the E x B-drift yields

V- (nqug) =naV- <b XBV¢> +ug-Vng
= (o) (2.92)
Where
c(f)=v- (” vaf> (2.93)

is the curvature operator. The total derivative was given in Eq. (2.68). The
main driver of transport is the electric field. Henceforth the total derivative
will be evaluated using the E x B drift:

d 0

the above expression can be combined with the temporal derivative of the
density to yield:

9, d
ana—i-v-(nauE) = %na—l-nac’(qb) (2.95)

Performing the same procedure for the ion and electron pressure equation
yields:

30 3 3d 5
°Z °V. Voup=—— —paC 2.96
9 atps + 5 (psuE> +PaV - UER 5 dtps + 2pa (Qb) ( )
This is not really an approximation, but rather the form of which it appears
given the curvature operator.
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Diamagnetic drift For the diamagnetic drift, the approach used with the
electric drift wrt. the density equation in Eq. (2.92), is used here as well:

v. (TLS’U,D75) _v. (nsbx VP3> _v. (bX V}%) _ lc(ps) (297)

gansB qsB qs

Since the above expression is the same for both electrons and ions, the re-
sulting contribution to the vorticity equation becomes:

Z ZaV - (nauD,a) -V (neuD,e> =C (Zpoz +pe> (2.98)

For the pressure equations it was seen in Eq. (2.88) that terms related to
diamagnetic drift partly cancel each other. Using the vector identities V -
(AxB)=(VxA)-B—(VxB)-A and that V x (V¢) =0 this can be
expressed in terms of the curvature operator:

3
§v "PsUD s +psV - up,s+ V- dx,s

5 b p2\ 51 ,(p

This concludes the lowest order drift terms which are the main drivers of
transport with the diamagnetic drift being instrumental in the creation of
electric fields and the electric drift being the main driver of radial transport.
What should be noted here is that all the terms, though reduced in form,
contain the exact same physics as in Eq. (2.71).

Polarisation related terms For the next order drift, the polarisation
terms is considered first along with the gyro-viscous terms. Since it is mass
dependent the contribution to the electron pressure equation is negligible and
hence dropped. The polarisation term is however of utmost importance as it
allows for the calculation of the electric field through the vorticity equation.
For the density equation the implication of the gyro-viscous cancellation was
already discussed in which the remainder term in this is often neglected as
it merely serves as a correction when the magnetic field is inhomogeneous
[Madsen)]:

V- (natpa)+V- (”aumgy)

Ng [ 0
~V. (Qw (at+uE-V> (UE‘FUD@)) (2.100)
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Furthermore, this is approximated using the thin layer approximation, or
Boussinesq approximation, where the density factor before the total deriva-
tive is linearised. This reason for doing this is to easy the numerical imple-
mentation in the vorticity equation. The result is:

V( lla (aat‘f"UIE v) <UE+UD,Q)

— N0
QC,(LO

0
V- <8t+uEO V) (uE,o+uD,a,o) (2.101)

Where ug is the E x B drift evaluated at a constant reference magnetic
field By. Likewise, the diamagnetic drift up o is evaluated using reference
values n, 0 and By in the denominator (see Eq. (2.71)). It is rather debatable
whether the thin layer approximation is valid since there are rather steep
gradients in the density in the outer mid-board region[60]. The ion pressure
counterpart is formally small and is consequently neglected [17]. The pressure
equations also contain the term p,V -u, , which is approximated similarly
Eq. (2.101), except the p,, factor is already outside the divergence. The result
is:

Pa

pav : up,a ~
Qc,a,o

0
V- (at +upp- V) (uE70+uD7a70> (2.102)

Resistive drift The interaction between particles is assumed twofold. First,

there is the electric field due to long-range interaction which is dealt with
through the electric drift. Secondly, there are the short-range electric inter-
actions which, as discussed earlier, closely resemble binary collisions. The
resistive contributions to the equations will be dealt with here. The terms as
they are now are rather cumbersome to work with and so appropriate approx-
imations are needed. The first thing to note is that the thermal part of the
resistive force partly cancels the temperature gradient part of the frictional
resistive force:

_ Vs s (VDs Qs VDg 3 Vs —s VI, qs VIy
UR,s = Z mng’S ( > + 9 ; mng’s Mss! (

Ux] qs Mg ms qs’ Mg

__Z V' s _Z V' —s T
N az \" me0z \ "

VTS o qsns/VT8/>

Ns qs Ny Ns qs’ Mgl

Vs, qs Ty Vng

)

42 Z Vs —>s v (VTS _ qSVTS/> ~ _Z Vs'—s (Tsvns _ &Ts’vns’
s

ms Qs Mg Ns qs

(2.103)
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To lessen the reading burden, a diffusion coefficient is introduced which is

defined as

2 7/5’—>5Ut2h’3
Dy s = psvs—s = 0z (2‘104)
8

where vy, = \/m is the thermal speed and €2 = g;B/my is the gyro fre-
quency as mentioned earlier. Evaluating the collision frequency vy _,¢ given
in 2.30 at reference density ny o and temperature T o o and likewise for the
thermal velocity and lastly the gyro frequency at By, the resistive drift can
be approximated as:

Dy _song Ving qs Vng
Up « ~ — . T — =T =u 2.105
R,s ; ns’,OTs,O s N G s Ny R,s,0 ( )

Inserting this into the the density equation gives:

Dy

V- (nupeg) == 3 20 (TSVnS/ Vg +1g VT Vg + Tang Vn,
s',0+5,0

Z
- [Ts/Vns -Vng +ngVTy-Vng —|—T8/nsV2ns/D ,

-7
(2.106)

S/

Multiplying by Z; it is, after some simple algebra, verified that Z,V - (nsu R, 5,0) =
AL (n'su R, s',o)- For the electron and ion pressure equation it was seen in

Eq. (2.90) and Eq. (2.91) respectively how the resistive drift enters. Using
the same approach as in the density equation it is found that:

Ds’—>s 0
% (psuR,s,O) ~V- TO,snsuR,s,O = - Z B

5 N 0

(Tsvnsl Vg +ngVTs- Vg + TsngVn,

A
- 78 [TS/VHS -Vng +nsVIg-Vng —i—TS/nSVQns/}) , (2.107)
8’
And lastly
UR,s " (q5n8v¢) ZURs0: (q,snsv¢)
Dy
=-> a1 <TSnS/Vn5 - qSTS/nSVnS/> (gsV o). (2.108)
s ns’,OTs,O qs
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Viscosity The last kind of drift is the viscosity drift. Asnoted in Eq. (2.51)
this could be split into a collisional, gyro viscous and parallel part with the
latter being neglected. Starting with the collisional drift the thin layer ap-
proximation approach is employed as was done with the polarisation equation
to arrive at:

na,ODﬂ' B—a,0 —2v—2 (V(b Vpoz )
Venguyz | oY ————=V V| — 4 —-——], 2.109
o zﬁ: Qc,oz,() BO QOznOz,OBO ( )
Here a viscosity diffusion coefficient has been introduced which is defined as
L, ,
Dy g a0 = 1L,f—=a,0
N, 0Ma,0
Mmam 3 m 1 1mgZ
— Djyqp—— P <105+2—55Za>. (2.110)
(ma +m5) Ma Ma 43

where the coefficient 7, 3,40 was defined in Eq. (2.55). Here it should be
noted that when o = 3, the results is a factor two smaller than what is found
in Braginskii[37]. The gyro viscous part in the density equations was partly
cancelled due to the gyro-viscous cancellation with the polarisation drift as
discussed in Section 2.2.3.2. The corresponding term in the pressure equation
was also discussed, where it was argued that together with the polarisation
drift it was negligible. The pressure term corresponding to Eq. (2.109) is for-
mally small and so it is dropped[17]. The other ion pressure term containing
the polarisation drift is given as:

D7r B—a,0 —2w2 (qu vpa )
PaV Ur | oD — VvV =+ —, 2.111
“ o azﬂ: Qc,oa,O By QOcnoe,OBO ( )
Lastly for the viscosity dependent terms are the dyadic product term 7 uq 0.
For clarity, consider the lowest order drifts when the magnetic field is in the
z-direction:

_b><g25 bx o _l —0y¢ 1 —JyPa
a0 = B * QanaB B B ( a:r¢ * QOznaB axpa (2'112)

Inserting this into the pressure tensor when only considering the x,y coordi-
nates and approximating with By and ng in the denominators, the perpen-
dicular collisional part can be written:

Oplly — Oy Oy gy + Oyt 1
Tla=—T1a (Octie = Oytty) - (utty + i) (2.113)
(Owtiy +Oyuz)  — (Opue — Oyuy) |
Oy OzyPa (azz—a )¢ (a:rx—a )pa T
—2 B?i) _2qanz,oBo Boyy + thn(x,zyBO
By qana,0Bo By qanea,0Bo J
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Likewise for the gyro-viscous part one gets:

(Optiy +Oyuz)  — (Optiy — Oyiy) |
Tgy,a = ~Nla (2.115)
— (Ozug — Oyuy)  — (Opuy + Oyuz) |
(amv_a 1 )¢ (8$a:_8 )pa Oz ¢ Oz Pa 7]
Bow T qana,gyBo 2 y +2qanz,030
~ 7L Doyd o O Dpu—0 Dz —0 (2.116)
2 ry +2 zyPor _ (Oza— yy)¢ _ (Oza—0yy)pa
qanea,0Bo By Gana,0Bo

Taking the gradient of the lowest order drift velocities gives

_ (Oxyo OzyPa ) _ (ayy(b OyyPa )

axuoz,O,w ayuaﬂ,x ~ ( By + dama,0B0 Bo + dana.0Bo

Oxu Oyl ~ <8mgz$ OzzPa ) (&vy‘i’ OzyPa )
zW%a,0,y yUa,0,y B dane 0B

(2.117)

vua,O = [

By GaMa,0Bo

Proceeding now to take the double dot, or dyadic, product?® between the
viscous tensor and the gradient of the velocity gives:

2
azxﬁb OzaDa yy¢ ayypa

Tgya: VU R —1) l
g ¢ a( By qana,oBO By qana 0Bo

|
_qaxm Ouyp D -
|

By gana,0Bo

Opz @ OzaDa ayy¢ ayypa
- _ D —
%:mana,o mhme0 ([ By * dana,0Bo  Bo qana 0Bo

OxyD
—4 ‘”y(b i D 2.119
[ By qana,oBO ( )

where in the last equality the definition of the viscous diffusion given in
Eq. (2.110) was used.

Heat Fluxes The diamagnetic contribution to the ion heat flux, g, x, was
already discussed in Section 2.2.3.2 resulting is a much more compact expres-
sion. Furthermore, in Eq. (2.90) it was seen for electrons how the resistive
part of the heat flux could be combined with the electron resistive drift. The
ion resistive heat flux given in Eq. (2.48) is approximated similar to all terms

3The definition of the double dot product is ambiguous and is often stated as either
A:B=a;jbj; or A: B =a;jb;; where sum over indices are implied. For this work the latter
is used, however it should be noted that for symmetric A or B the two are equivalent.
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including collisions:

3|Vp ZaNp
V'QJ_,a:mngg ZMaﬂ’%@%a( [ = - ﬁ]

a*fca B 2| Na Zﬁnﬁ
13 15 27 7
__ Ma m+4+%) VTa—O‘VTB]>. (2.120)
Mo +mg |\ 4 mq 2 mg 4 Zg

Sources and Sinks In Section 2.1.3 the sink and source terms S,, S,
and S, were expressed in regards to the fundamental fluid variable sources
Y, 2y and 2. The density and fluid velocity sources each contribute to .S,
and consequently also to the resulting source drift ug. Inserting it into the
density equation yields

bx S
V. (nsusu,s> =-V- (nsTnSqXBU7S>
s

=-V- [ms ([bxu;+v¢+ Vbs ]Zn75+nsbxzu,s>]

qu B QSnsB
ms / Vo Vps
~ — V-[|b — t+— | ¥ bx X
qsBo ([ XU By * QSns,OBO] ms s u7s>

(2.121)

Since there is a mass dependency, the term is neglected for electron density.
The approximations used here, readily carries over to the vorticity equation.
For the ion pressure equation the two terms containing the source drift are
written as:

qsB

m \Y \Y
—-_V. [ s <[b X ug+ B¢ + qsnzszl TsXp s +psb X 2%3)]

Vo Vps
. 4 T bx X
\V4 <lbxus+BO+ans,OBO] s2in,s T PsO X U,S>
(2.122)
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and
psV-ug, s = —psV-M
qsB
=i ([omr T ] S o)
~ _qTBSoV' ([b % uls—i_Z}f—i_ QSZZSBJ ETZS +bx 2u,3>

(2.123)

For the pressure equations there was also a general pressure source S, given
in Eq. (2.63). In the implementation, the zeroth order velocities are used to
evaluate the plasma fluid velocity giving

2
1 bxV bxV 3
sy (=[5 ) e (5 )

B qsnsB 2
2
1 2 Vo  Vps bxV¢ bxVp; /
== A —2 | Y
2m$ (us i ( B " qsnsB B " qsnsB s e
3
+3 (T/Sn,s+ns57s) (2.124)

where in the last equality it was used that b-V ¢ =b-V | ps =0 since only
the perpendicular components are of interest.

Neoclassical corrections It has been found that the calculation of the
collisional transport, exemplified in the viscosity and resistivity drifts which
is due to coulomb collisions, underestimates the transport in tokamak plas-
mas. Due to the magnetic geometry of a tokamak, particles can follow a
banana orbit trajectory within the plasma which severely increases the col-
lisional effects of the plasma[ll]. As a consequence the collisional diffusive
transport is significantly increased. To account for the increased transport
caused by diffusion, the diffusion coefficients are modified by Pfirsch-Schluter
corrections in which a neoclassical correction is added to the classical diffu-
sion coefficients in the form of [61]

R
D (1 + q35> D (2.125)

a
where qg5 is the safety factor at the flux surface where 95% of the toroidal
flux is enclosed. Depending on the magnetic field configuration, this can

significantly increase the diffusive transport. It should be noted that the
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derivation of Pfirsch-Schluter corrections assume the magnetic field lines to
be closed while this model concerns transport on both open and closed field
lines. While a thorough derivation is beyond to scope of this work, it is
expected that the same mechanism occurs on the open field lines at least to
some extend as so the correction is applied equally here.

Parallel parametrisation The model so far has only dealt with a 2D
slab geometry, meaning the parallel fluxes have been completely neglected.
In order to remedy this the losses due to parallel transport are parametrised.
Unfortunately the parallel expansion with multiple species is not well un-
derstood in regards to a tokamak plasma, and so for the time being an
averaged approach will be used. For losses in the open field lines the im-
plementation is in line with the HESEL[62] model which, in turn, follows
the original ESEL model with cold ions[63]. In the single ion species case
it has been found that plasmas filaments expand into vacuum at the sound
speed cg = \/(Te +T;)/m;[64]. This expansion acts as a sink on the filament,
depleting it of particles. The parallel damping rate for the densities is then
in the single species case:

_ L
"~ 2Meg

where M is the Mach number and L; is the parallel blob size which is ap-
proximated to be:

(2.126)

Tn

_ 2mqo5 R
6

Since the multi-species systems are the focus here, the single ion sound speed
will be substituted with a common sound speed given by:

Sy LU (2.128)

This gives for the parallel loss term for the density equations

Ly

~qos Rt (2.127)

0 N
Ny —= —

oyl == (2.129)

The vorticity is also affected by parallel loss mechanisms. This is in part due
to parallel advection of the vorticity and is parametrised as:

Na,0 0 <V2¢+ vzpoz )__ 1 Na,0 <v2¢+ v2pa )
B qana0Bo B qananBo
(2.130)

Tn "o Qc,a,()
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Similarly the ion and electron pressure are advected in the parallel direction
leading to loss. The resulting parametrisation is

30 ~ 9ps

20t T 27,
Lastly the pressure is also subject to parallel heat conduction. The electron
parallel heat conduction due to currents is small due to quasi-neutrality. Con-
versely, parallel heat conduction due to thermal gradients is non-negligible.
The size of the heat conduction depends on the mix of the ions and so here
an effective charge approach will be used. The final parametrisation of the
electron heat conduction on the open field lines is given by:

(2.131)

7/2
e e/

Vi Ger = —X(Zegr0) (2.132)

meVieﬁr%e,OTgng
where L. is the parallel gradient scale, x(Zg ¢ is a Spitzer-Harm coefficient
related to the electron thermal conductivity evaluated at reference values and
Vigg—e,0 is the collision frequency of the electrons with the effective ion mix
also evaluated at reference values. Z.g =Y onaZ2/ne. For Zego={1,2}
one gets x(Zeg0) = {3.16,4.9}.

On closed magnetic field lines there is also a parallel loss in the form of

compression of the parallel current which is approximated by drift waves as
follows [62]:

%) . T, -

~Ne —=— Te — ~6_ 21

5" a< —I—nen eqb) (2.133)
9 NS
G e —= ol [T+ 20, — 2.134
50 o) ( +nen egb) (2.134)

where the coefficient is given by|[65]
Ne,0
0'||(Zeﬁ,0)mel/ieﬁc%e,0Lﬁ

a= (2.135)

and 0| (Zeg,0) is the Spitzer-Harm coefficient related to electrical conductiv-
ity. For Zeg o ={1,2} one gets o ={0.51,0.43}. Lj is the parallel ballooning
length, and it typically set so L = Lj The contribution to the electron den-
sity equation readily carries over to the vorticity equation. The mean and
fluctuation values are defined as follows:

1 Ly
I /0 fdy (2.136)
g

f=
f=f—f (2.137)
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The Spitzer-Harm coefficients were first evaluated numerically in [66] while
analytical expressions for any value of Z are given in [33]. It should be noted
that for the drift wave loss, only the electron density is explicitly affected.
This is due to the assumption that the electrons due to their small mass
contribute nearly exclusively to the current. The ions are implicitly affected
as they are coupled to the electron density through the vorticity equation.

Normalisation and the MIHESEL equations All terms involved in
the equations have now been derived and discussed. These can now be read-
ily inserted into the density, vorticity and pressure equations Egs. (2.80),
(2.82), (2.83) and (2.86). Before writing down the full set of equations, it
is instructive to normalise all the above expressions. The idea is to bring
the scales of the equations into a comparable regime of order one and at the
same time put them into a dimensionless form. The procedure for doing this
is the gyro-Bohm normalisation:

T, . ) .
S T -2 i Quperot — 1, Gref L5 M (2138)
Te,O PRef Te70 Ne,0

where prer = \/ Teompes/ q%efBg is the reference larmor radius and €, gero =

qRef Bo/mpes the reference gyro frequency. Furthermore, constant parame-
ters are normalised as:

Ms/MRef — s, Ns,0/Ne,0 — As, Ts0/Teo— Ts (2.139)

The procedure for normalising the equations is rather straight forward and
only an illustrative glimpse will be given here. Starting with, e.g., the time
derivative in the pressure equation one gets:

30 3 o .
5&298 = §WRefne70Te,087{ps (2.140)

For the curvature taking, e.g. the potential related term in the density equa-
tion, one gets:

ay¢ _ 9 Te,O
BoR

nsC(¢) = —ns - ¢

nong——————=———
SQReprefROBO

v pR 7 ~ I
= —nOQC,Refns sz ag¢ = —nquRefnsliag¢ (2.141)

where k = ppes/Ro has been introduced as the curvature constant. This can
be done for all terms in all equation and will result in a factor wg.s and
either ne o for density and vorticity or the ne o7% o for the pressure equations.
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From here on the breve () is dropped for simpler notation. Introducing the
generalised potential

(2.142)

dividing through with €. r.s and the appropriate field normalisation and
setting reference values to one yields:

d 1
d° .
—anle. ( dtwa) A (2143)
dO
> aapaV- <dtvl¢j;> —C (Zpa—l—pe) = Ay, (2.144)
3d 5 51
thpa+ pac(¢>+2ZC< )
ey (4
p v (V) =hn 1)
3d 5 2
5 bt peC(qs)—C( ) = A,,. (2.146)

And the right hand side which contain all interactions due to collisions
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are given by:

D
Ana = Z La’o <Tavn8 ' vna + nsvTa ' vna + Tan5v2na

s QsTq

7
— ?C“ [Tsvna “Vns+naVTs - Vng +T5nav2ns])
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D
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where = represents the parallel loss terms for a field f with expressions
given in Eqgs. (2.129) to (2.134). Similarly, the S, terms are all expressions
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related to sources including drifts associated with sources as given in 2.121
2.122 2,123 2.124 as well as for whatever form 3J,, . For the vorticity equation,
the quasi-neutrality condition gives Y, Zo2p, — 2n. = 0. Two forms of the
total derivative were used which are given as

10,1 719} and @ +{¢ 3. (2.151)
dt ot dt ot '
where the Poisson bracket was used, which is given as:
{f.9}= aacfayg - ayfaxg (2.152)

2.2.3.3 Summability of the MIHESEL model

One important aspect of the multispecies model is that it should converge
to a single species model when multiple species are identical in mass, charge
and temperature. IL.e., taking a single ion species plasma and arbitrarily
dividing it into two identical species should give the exact same result. For
the MIHESEL equations this means that:

Z (gtnoﬂrv [%ud) = (aatnﬁ—v [niu¢]> (2.153)

where Y ,no, = n; and wu; are evaluated using n;. The same goes for the
pressure equation. However, the truncation involved in the drift expansion
procedure appears to introduce an asymmetry that causes the above men-
tioned condition to not be met. Looking further into the drift it is found
that the F x B, diamagnetic and resistive drift all either add linearly in n,
or add to zero, leading to exact results. The polarisation on the other hand
introduces non-linear addition of the density as seen in the following:

ZV'naUp,a—Zv ( i(bXBV¢+bxvpa>>

danaB

Zana d (bxVe = bxVp;
#V (Qm bxdt< e +ZgQaniB>> (2.154)

where n; =Y ,no. The non-linearity in n, is as a consequence of the in-
clusion of the diamagnetic drift as a lowest-order drift. However, this is
debatable as such a drift is inherently charge separating at this order. This
potentially violates the quasi-neutrality condition. Similarly, the expression
for the perpendicular collisional part of the stress tensor evaluated at wg o is
non-linear. Overall the result is that the density equation does not sum up
in a way that makes it possible to arbitrarily split a species, solve the system
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as a multi-species system and still get the same overall result. Fortunately,
a number of the approximations were employed which linearised the equa-
tions in such that the density equation sum up as expected. However, the
DoV - (up@ + U, l) still retain the non-linearity in density under summation.
Fortunately, the terms are higher-order and so are in numerical experiments
found to be small. More generally, consider a single species being split as:

na(z,y,t=0) = fa(z,y)ni(z,y,t =0), > fa(z,y)=1 (2.155)

where fo(z,y) is some function describing the splitting. If f,(x,y) = const,
the ratio of the species is a constant in space, and so the density and ion
pressure equations add as required. It is only in the cases where it is not a
constant that the non-addibility of the equations is present. It should also be
noted that the resistive force, in general, seeks to homogenise the density ratio
over space, further reducing the problem, unless there is a constant source
such that counteracts this. Furthermore, the drift fluid expansion, which is a
rather fundamental expansion in plasma physics, contains an inconsistency in
that the diamagnetic drift with this ordering should lead to charge separation.
This is in contrast to the quasi-neutrality condition. Thus the inclusion of
the diamagnetic term as a lowest-order is questionable [67]. While this is an
inconsistency in the approach, the terms that supply the inconsistency are
higher-order terms meaning their contribution is small. Furthermore, the
resistive forces between ion species act to equilibrate the ion density ratios
over all space. Hence the separation in ion species is small and therefore
negligible.

2.3 Section conclusion - current issues and
ideas for future implementations

In the previous sections, the derivation of the fluid equations from the single-
particle Boltzmann equation was discussed. Concerning this, it was clear that
a closure was needed to obtain a solvable set of equations. For this work,
the Zhdanov closure was used, which is based on Grad’s moment method,
which was originally used for dilute gasses, but easily generalises to charged
particles. In this context, the Zhdanov closure used a 21-moment method
to obtain accurate representations of the physical quantities. However, this
closure was limited to only deal with similar ion temperatures ||T, —Tp|| <
T,. In future work, this should be expanded upon such that temperature
limits are not as strict. This will be useful when studying, e.g., heating by
ion cyclotron resonance heating (ICRH) where the heating is dominated by

46



2.3. SECTION CONCLUSION - CURRENT ISSUES AND IDEAS FOR
FUTURE IMPLEMENTATIONS

transfer at the resonance frequency. This means that a main ion will be
heated by the ICRH whereas other species will be predominantly heated by
collisions. This is possible to investigate as the model is now provided that
the ICRH heating is significantly slower than the collisional heat exchange. In
such a case, the temperatures will equilibrate faster than the heated species
heats up. In regards to neutrals, they are typically much colder than the
plasma, and so when they are ionized they start at a lower temperature,
meaning the MIHESEL model is not well suited for such cases. To overcome
the temperature limitation, a thorough mathematical derivation of the 21-
moment method should be done without the limitation. Some work has
been done to get exact expressions for an arbitrary number of moments with
arbitrary temperatures [43], [68], [69]. This could serve as a starting for the
studies.

Furthermore, the drift fluid expansion presented an adding problem when
there are more than two species. The problem was that the terms involving
polarisation and collisional viscosity do not add in such a way that a single
species could be described as an arbitrarily split two or more species plasma.
It was noted that the main cause of the problem was the inclusion of the
diamagnetic drift in the lowest order drift, which in turn is due to steep
gradient in the edge/SOL region. However, there is an inconsistency in this
as it is a charge separating drift and the derivation is hinged on the quasi-
neutrality condition which might be violated in such a case. How the splitting
problem can be overcome should be something that is considered for future
studies.

In the parametrisation of the parallel dynamics, a common averaged ap-
proach was used by, e.g., using a common sound speed. In this regard it
would be preferable to do more work on multi-species plasma expansion in a
vacuum in order to obtain a more accurate parametrisation. Starting studies
could/should involve [70]-[72].

Lastly, the model was derived as an extension of the HESEL model along
with many of the same approximations, such as the Boussinesq approxi-
mation. This was in large part due to numerical convenience. It would be
interesting to test the effect of the approximation compared to the full model.

In the next chapter, the numerical implementation of the model is pre-
sented along with the numerical framework used to solve them. In chapter
4, the equations are employed to study both seeded blobs and turbulent
transport.

47



Chapter 3

Numerical implementation

In the previous section, the theoretical derivation of the MIHESEL model
was presented. Based on the Boltzmann equations, the moment equations
were derived to develop a reduced fluid model that could be used to study
turbulent transport. However, providing an analytical solution to the MI-
HESEL equations is close to impossible. As such, the system of equations
is cast as an initial value problem, which allows for performing numerical
simulations to obtain a solution. In this section, the tools used to solve the
equations will be presented. This includes the numerical library that is used,
the spatial discretisation, linear and non-linear solvers and time integration
schemes. The time integration and non-linear solver are the main contribu-
tions to the library as a result of this work. Furthermore, for the MIHESEL
equations stated in Egs. (2.143) to (2.146) the vorticity and ion pressure
equations are coupled in the time derivative. This means that to solve the
problem, the equations have to cast in a numerically suitable way.

3.1 Numerical implementation of MIHESEL

In this section, the numerical implementation of the MIHESEL equations
is discussed. This in particular, concerns dealing with the coupling of the
potential and ion pressure.

3.1.1 Symmetrise linear problem

The right hand side op the MIHESEL equations (Eqs. (2.143) to (2.146)) are
easily implemented as they all contain ’known’ variables. The left hand side
however, contains unknown variables, namely 0;nq, 0@, 0p, and Oyp. which
are all needed to integrate the equations in time. What complicates matters
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is the coupling between the variables, and in particular the potential and ion
pressure. To illustrate the dependence, it is instructive to write the equations
in matrix from:

10 - —apv? —g—%w 0 o 0 [ Em
0 1 - —a2V? 0 —BVE 0 9y
0
0 0 0 YaaapaV? — 4V BV 0| | o
00 0 -—piv? %—plz‘%ZIVQ 0 o 0 | Em
00 0 om0 om0 |an
0
3 0
00 0 0 0 0 0 2) \2p.

Any —m1C(9) — 7-C(p1) + a1 -V - {6,V 1 61}
Any —12C(9) = 2:C(p2) + a1 2V - {6,V 193}

(Aw+C(Xapat+pe) — Z2a aaitaV {6, V15})
=| (Mp —3piC(9) =3 4C (L ) +m 4V -{¢, V. 67} (3.1)

2
Ay =3p2C(0) =575 (1) + 2V {0,V 103

(Ape_gpea;w;c (%))

Given that the right hand side is known, the above system becomes a Helmholtz
type linear system of equation that needs to be solved for the temporal deriva-
tives 0¢. An exact general solution to this linear system is not possible to
obtain, hence it needs to solved numerically and for this work it is done it-
eratively. It is first noted that the density part is coupled with pressure and
potential but not the other way around. Furthermore, the electron pressure
is not coupled to anything in dip. and so is easy to evaluate. This leaves
the potential and ion pressure part of the matrix. Since these are indepen-
dent of n, and p. the focus is on that square asymmetric sub-matrix. The
numerical library that is used in this work solves linear problems using the
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conjugate gradient method. This is further discussed in Section 3.2.4. This
method only works for symmetric positive definite problems [73]. Hence the
aforementioned sub-matrix need to be symmetrised. This is done by dividing
the pressure equations with p, and change the sign of the vorticity equation.
The final result is:

2 2 2
Y alataVE BV “BY N o
_H1yy2 31 2 0
Z1 2p1 Z2ay Op1
_K2xy2 31 M2 72 :
Z9 \ 0 2 p2 Zgazv atp2

- (Aw +C (Zapoz +pe) 2_ >aGaflaV - {(b,VJ_CbZ})
Ap = 5p1C(0) = 57,.C( 1h ) + P12V {6,V 161} ) /1

2 (3.2)
=300 =4 (B) 48T 16.5103)) I

As mentioned the conjugate gradient works with symmetric positive definite
matrices. The above matrix is symmetric, and since the negative Laplacian
is positive definite and the factor %p;l means a diagonal of positive values
which is positive definite, the matrix as a whole is symmetric positive definite
and so solvable by the conjugate gradient method. To solve the MIHESEL
equations one then proceeds by first solving the above system (Eq. (3.2))
for 0ip and Op, respectively and subsequently solve the density for 0; by
substitution of the corresponding pressure equation. Solving for d;p, is done
by evaluating the right-hand side. The inversion is performed for each call to
the MIHESEL equations. The amount of time they are evaluated depends
on the type of time integration scheme that is used. This is discussed in
Section 3.2.5. The inversion is performed for each iteration in the nonlinear
solver Section 3.2.5. In this is regard is it worth noting that the convergence of
the matrix inversion is secondary to the convergence of the nonlinear solver
as we are interested in the new state of the system and not explicitly the
new O;-. Naturally, the convergence of the nonlinear solver is dependent on
the convergence of the matrix inversion. However, high tolerances are not
necessary for the matrix inversion in order to achieve an accurate result in
the nonlinear solver. In general, it is noted that the number of iterations in
the nonlinear solver increases as the tolerance of the linear solver is reduced.
However, reaching a high tolerance in the linear solver can be very expensive,
meaning it is often beneficial to set a low tolerance at the cost of more
nonlinear iterations in order to achieve a shorter run time.
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3.2 Spatial discretisation and numerical library

There are a variety of methods for discretizing the spatial domain each with
its strengths and weaknesses. These include, but are not limited to, the finite
difference, finite volume, finite element or discontinuous Galerkin method.
For this work, the choice of a numerical library falls on the discontinuous
Galerkin library FELTOR[28] which, as the name suggests, uses the discon-
tinuous Galerkin discretisation method. The choice of this library was due
to its ability to easily invert coupled linear equations and adaptiveness in
the number of equations which grows when more species are added. This is
especially important as the number of ion species can be set arbitrarily.

3.2.1 Feltor library

FELTOR is an open-source library/framework developed at the University of
Innsbruck and subsequently the Technical University of Denmark for solving
problems in plasma physics'. It is designed for easy implementation and
time integration of partial differential equations without the need for ad-
vanced knowledge of numerical methods. The library is written in C++, is
used as a header-only library and can be run in parallel using either open MP
or CUDA together with MPI. This allows for utilisation of a wide range of
hardware, such as Skylake nodes and NVIDIA GPUs, which in turn allows
for fast execution of simulations. Also, the FELTOR library comes with par-
allelised implementations of all the necessary basic linear algebra routines,
including scalar-vector, vector-vector and matrix-vector operations. This
makes it straight forward to implement new parallel routines. In general, to
avoid heavy memory usage, there is an emphasis on matrix-free methods, i.e.
methods where only the matrix-vector product is needed. In regards to lin-
ear solvers, many Krylov subspace methods, such as the conjugate gradient
method, have this feature. This also means that implementing new physics
models in parallel is straight forward when using the implemented classes.

3.2.2 Discontinuous Galerkin

A brief overview of the discretisation method employed by the FELTOR li-
brary and how differential operators are constructed will now be presented
following the outline of [74], [75]. The general aim of discretisation methods
is to represent some function using a discrete number of (weighted) points.
In this regard, it should be noted that this implementation is for structured

!The code can be obtained from https://github.com/feltor-dev/feltor
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grids only. The main idea of the discontinuous Galerkin method is to divide
a domain into small subdomains, or cells, and expand a function through a
set of orthogonal functions on each cell:

k—1
fu(z) = Z ay P () (3.3)
k=0

where ay, is some coefficient and Py, is some polynomial of degree k and f,(x)
the function f(x) on cell n. It is important to note that the function f,(z)
is zero outside the cell. This is then used to approximate the function f(x)
on the whole domain with a finite sum of these functions:

N
flz) = Z:lfn(x) (3.4)

Take, e.g., a 1D grid of length [, with N, cells with equal grid spacing h,.
The cells are defined on the interval [76]:

In, ={(@) : 2 € [#n,—1 /2 %0, 412]} (3.5)

with n, € [1, N;]. For ng =1, N, this gives 71_1 /5 =0 and 2, y1/2 =l;. The
idea is now to form basis functions of polynomials on these cells. The space
of polynomials is defined as:

VP ={v:vlg, € Ppil<ng <N} (3.6)

Where Py(1y,) is the set of polynomials on the space I,,,.

The polynomials are not unique, and a wide range of choices are avail-
able[77]. The choice of polynomial basis for this library is the orthogonal
Legendre polynomials which are recursively defined on an interval [—1,1]
through

(p+1)Ppia(z) = (2p+ DaPy(x) —pBy-1(x) (3.7)

with Py =1, P =z, and p the degree of the polynomial. The inner product
of two polynomials can be given exactly[78]. For the Legendre polynomials
using the Gauss-Legendre quadrature on the interval [—1,1] gives:

1 p
| Pa(@)Pru(w)da = ;) w; P (24) P () = 2;;15% (3.8)

where w; and zJ denote the Gauss-Legendre weights and abscissas. The
weights are given by

(3.9)
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and the corresponding abscissas are given by the roots of the of the poly-
nomials P, which are symmetric around x = 0. The polynomials are also
complete meaning that:

X 2n+1
2o

n=0

Py(x)Py(2") = §(2’ — ) (3.10)
which in discrete form is given as:
p

A function can now be expressed in spectral space in discrete form as:

2n+1

Po(@i) Pa(xf) = 04 (3.11)

= 2p+1

ij f(xf) (3.12)

where f(x) with x € [—1,1] is some real function. This gives a (forward)
transformation operator from physical space to spectral space [74], [78]:

2n+1

w; Py () (3.13)
A (backward) transformation operator, B;, from spectral space to physical
space can be found by requiring the product of the forward and backward
transformation to be unitary Ei:o BiyFy; = 0i5. Using the discrete com-
pleteness (Eq. (3.11)) this gives:

Bin = Pn@*’?) (314)
The unitarity property gives:
p P
f(x;l) = Z Z BinFnjf(fE?) (315)
n=0j=0

So far, only the interval [—1,1] has been considered. Naturally it is beneficial
to extend this to an arbitrary interval [a,b]. As mentioned earlier, the domain
can be split into N equidistant grid. This means the results can readily be
applied on the function representation to the n'th cell where x%j =x,+ %m?
with x,, being the cell center and h = (b—a)/N. An approximation fy(z) of
a function f(x) on [a,b] can be then expressed as:

N p
=3 > [ Pu(x) (3.16)

n=1k=0
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where ¥ is given by Eq. (3.12) with fn; = f (z7,;) and the polynomials have
been shifted such that

Py (%(x—x@), T—xp € {_Th,

0, otherwise

oS

Par(z) = { | (3.17)

This is the discontinuous Galerkin expansion. Here it should be noted that
since the expansions are made on each cell, the boundaries of the expansion
in the given cell and the adjacent cell do not necessarily coincide resulting in
discontinuities. Hence the name of the method. Since an aim of the library is
to numerically solve partial differential equations, there is a natural need for
differential operators. A problem here is that the cell boundaries do not have
a well defined value and so a choice needs to be made about the numerical flux
across the boundaries. Three options are available, the forward, backward
and centered:

foe)=_lim_ fu(z—e) (3.18)
fete) =5 (Fu(e) + o) (3.19)
fr@@)=_lm  fu(z+e) (3.20)

In regards to boundary conditions on the domain on the whole domain, there
is the choice of Dirichlet, Neumann and periodic. For Dirichlet it is assumed
that f(a) = f(b) = 0 on the boundary while for Neumann it is assumed that
fla) =lime 050 fu(a+€) and f(b) = lime_0.0 f5(b) —€). For both cases
this means some care has to be taken when the boundary-values are non-zero.
Lastly, periodic boundaries assume f(a —€) = lime_0,e50 f1(b—€) and f(a+
€) = lime0,e50 fn(b+€). For the derivative, the centered flux is discussed
as this is what is used in the numerical implementation of the MIHESEL
equations. The derivative in the spectral space, derived in weak formulation
[74], is given as:

fr=Q1®T)o D“Y.f (3.21)
x,];er
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with the centered differential operator given as

M-MT—L 0
M—-MT RL 0 —LR
M—-MT+L 0

LR M-MT RL

D yew=— 0 —LR (3.22)
x,Per 2
Dir RL
0 M-MT+R
RL —~LR M-MT
0 M-MT-R

where the Neumann operator corresponds to the upper expressions in the
corners, the periodic corresponds to the middle and the Dirichlet to the
bottom expressions in the corners. All non-corner entries are the same for
all boundary conditions. The operators in Eq. (3.22) are given as

241

Tij = ——"0; (3.23)

Mij_{l—(—l)fﬂ', i<(-1) (3.24)
0, else

Rij=1 (3.25)

Lij = (—1)" (3.26)

RL;j = (—1) (3.27)

LRy = (—1)° (3.28)

The indices are such that ¢, 7 =0,..p. The derivative in physical space is given
as:

fz=1Q®V)oDy . f (3.29)
m,ger

where the differential operator is

D, = (18 F")o DY, 0 (1Q F) (3.30)

xz,Per x,Per
Dir Dir
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with
F=TBTW (3.31)
Ty =2 (3.82)
Wij = h;"jaw (3.33)
Vij=W;! (3.34)

and B was the backward transformation matrix defined in Eq. (3.14). Again
the indices are 7,7 = 0,...,p. This concludes the first derivatives.

A typical problem in partial differential equations is solving the (general)
elliptic equation:

5 (v o)) =t (3.5)

For the MIHESEL equations, a similar term is associated with finding the
potential and ion pressure, which will be discussed in detail in Section 3.1.
Before the elliptic equation can be solved, it is necessary to obtain a discreti-
sation of the operator. This is given as:

p=(1aV)[DI'oxo(1@V)oD,+al] ¢ (3.36)

At a first glance this is simply the successive application of the first deriva-
tive differentiation operator. However, the successive application of the first
derivative does not convergence for a given p. For this reason, the jump term
J is introduced which penalises the discontinuities at the cell boundaries. It
is given as:

R 0
L+R —RL 0 —LR
L+R 0
—LR L+ R RL
Jyew=| 0 —LR . - (3.37)
Per
Dir . _RL
0 L
—RL —LR L+R
0 L+R

The notation used to distinguish Neumann, periodic and Dirichlet boundaries
in Eq. (3.22) is also used here. The result of the jump term is convergence
when solving for ¢ but at the cost increased numerical diffusion that increases
as « increases. What value of a should be taken is undefined, however, it
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seems to be beneficial for it to be of order 1 [75]. It should be noted that as the
resolution of the domain increases with reduced discontinuities to follow, the
effect of the jump term diminishes. This concludes the differential operators.

It should lastly be noted that the order of the discretisation is prescribed
by the number of polynomial coefficients in the polynomial expansion. For a
zeroth-order polynomial, p = 0, there is one coefficient and so, the discretisa-
tion is first order. Likewise, if p =1, it is a second-order discretisation. So,
in general, the order of the discretisation is p+ 1.

3.2.3 Time integration

No numerical library for solving partial differential equations with a temporal
component is complete without a time integration scheme. Such schemes can
in general be split into two types, explicit and implicit time integration[79].
The two approaches can also be combined such that part of the equations are
solved explicitly and the rest solved implicitly. This is sometimes referred to
as IMEX, or semi-implicit, schemes. As a quick summary, suppose the state
of the system y(t) at time ¢ is known and the aim is to find the state at some
later time ¢+ 0t as prescribed by a system of equations f(y,t). The simplest
approaches describing these systems are the first order Euler method which,
for the explicit, implicit and IMEX scheme, can be written as:

Yn+1 = Yn + 5tf(yn7tn) (3'38)
Yn+1l = Yn + 5tf(yn+1atn+1) (3'39)
Yn+1 = Y + 01 (g(ynutn)+h(yn+latn+l>) (3'40)

Where ¢(y,t) and h(y,t) are the two component functions in the IMEX
scheme which add up as f(y,t) = g(y,t) + h(y,t). As can be seen, integra-
tion by the explicit Euler is very easy to perform as y, is known, whereas
the implicit Euler requires solving a (coupled) system of algebraic equations
to obtain y,+1. In general, explicit schemes are very easy to incorporate
and each time step is cheap to apply as it requires only a single function
evaluation for each step. Implicit schemes, on the other hand, can be far
more computationally demanding than explicit and IMEX schemes. This is
due to the need for solving a large system of possibly non-linear algebraic
equations. If an algebraic solution is unobtainable an iterative solver can be
used instead. The choice of which iterative solver to use highly depends on
the type of system you wish to solve. In general, implicit schemes can be
far more computationally demanding but often allows for larger times steps.
Especially if iterative schemes are used to solve the system, multiple function
evaluations are needed before an acceptable solution is obtained. A rule of
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thumb for PDE’s is to use explicit schemes for advective problems and im-
plicit schemes for diffusive problems. The reason for this is that for diffusive
problems the maximum stable time step in explicit schemes goes as:

Stimaz < DASZ?, (3.41)

where dz is the grid spacing, while implicit schemes do not suffer this short-
coming. Here D is some diffusion coefficient. This quickly becomes pro-
hibitive if the discretised spatial domain is very large with small grid spacing.
If the problem is purely advective, explicit schemes are limited by the CFL
condition[79]:

Z(ZE < Craz (3.42)
where Ciq, is the maximum Courant number that is usually around 1 for
explicit whereas this does not apply for implicit schemes. However, as the
time step only goes linearly with the grid spacing it is often advantageous to
use explicit schemes for advective problems as the time step is much cheaper
to perform. If the problem contains both advective and diffusive parts, an
explicit approach might be applicable if the advection stability constraint is
dominant, i.e. small diffusion coefficient. Otherwise one has to resort to an
implicit method or an IMEX method. In the latter case, it is common to
have the explicit part contain any advective components while the implicit
part gets the diffusive components. If the diffusive part is linear, it can be
solved using either a direct or as in the case of FELTOR, an iterative linear
solver such as conjugate gradient.

When the MIHESEL equations were first implemented into the FELTOR
framework, only explicit schemes and IMEX schemes for a linear implicit part
were present. An explicit Runge Kutta method was used initially, however, it
quickly became evident that even with HPC resources only a limited number
of initial value problems were solvable.

The issue with the MIHESEL equations (Egs. (2.143) to (2.146)) is that
they are clearly non-linear and more importantly, they are non-linear in the
diffusive part and the diffusive part is the dominating limitation for the
time integration. To overcome this problem, a fully implicit scheme was
implemented in such a way that it required no changes to the existing code
being used in the explicit scheme. The resulting time integration scheme
chosen was the backward differentiation formula (BDF) method which is a
class of linear multistep methods. The method relies on approximating the
time derivative using a finite difference approach which by using previous
time steps can increase the order of the method. The general expression for
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ap aq Qo ag ay as o4
s=1 |1 _ : _ _ - 1
_ 4 1 _ _ _ _ 2
5=2 3 3 3
_ 18 9 2 ) ) ) 6
5=3 11 1 1 11
_ 48 36 16 3 ) 12
s=4 25 25 25 25 25
g—5 | 300 300 20 _75 12 _ 60
= 137 137 137 137 137 137
s=6 360 _ 450 400 _ 225 2 _ 10 60
= 147 147 147 147 147 147 147

Table 3.1: Coefficient for the BDF formula to perform implicit time integra-
tion[80].

scheme is [80]:

s—1

Yni1 = D OYn—k T OtBf (Ynt1,tns1) (3.43)
k=0

where s is the order of the method. The coefficients . and S for orders
s =1..6 are given in Section 3.2.3 :  The stability of the methods decrease
as the order increases, hence usually only orders up to three are used. As
this is a multistep method, a problem presents itself in regards to starting
the algorithm. The problem is that for orders higher than one, the method
needs more than one previous value. However, as this is an initial value
problem, more than one initial values are not know. Hence a starting method
is needed to kick-start the procedure. For this, a multistage implicit Runge-
Kutta method of order s, that has since been implemented in the library, is
used. It should be noted here that multi stage methods are in this case more
expensive to use since for each non-linear iteration the matrix in Eq. (3.2)
needs to be inverted. This is the reason for using the single stage, multi step
BDF method over implicit Runge Kutta methods. To solve the non-linear
system of equations arising from the time integration a non-linear solver was
needed. This will be discussed in detail in Section 3.2.5 along with testing of
the numerical implementation of the BDF method.

3.2.4 Linear Solvers

As mentioned in Section 3.1, the MIHESEL model, the ion pressure and
vorticity equations (Eqgs. (2.144), (2.145) and (3.2)) are coupled in the time
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derivative. This means, that to put the MIHESEL equations in a form suit-
able for the BDF method the equations have to be solved for 0y, 0yp1, Oip2, - - -
before the time integration can be performed. This requires solving a linear
system of equations. When the equations were first implemented, only the
conjugate gradient method was implemented. To speed up the convergence
of the linear solve, it is implemented as a nested method, where the linear
problem is solved first on a coarse grid, and the projected to a finer grid.
This is repeated until it reaches the finest grid. The idea is that the pro-
jected solution is a good initial guess on the finer grid. The consequence
of this is a significant reduction in the number of iterations and more im-
portantly, wall clock time. Typically three grids are sufficient for a good
speedup. For preconditioning the system, a simple diagonal preconditioner
using the inverse weights V' given in Eq. (3.33). Since the conjugate gradient
method is designed for symmetric positive definite matrices, the coupling of
the time derivatives in the potential and pressure need to be cast as such.
This will be discussed in detail in Section 3.1.1.

3.2.5 Non-Linear Solvers

In Section 3.2.3, the implementation of time integration techniques and in
particular the implicit BDF method was discussed. Here it was discussed
that in order to solve the system of equations arising in the Eq. (3.43) a
nonlinear solver was needed. To find a solution to the problem it is first
noticed that the time integration is in fact cast in the form of a fixed point
iteration (or Picard iteration, non-linear Richardson):

Y1 = K (Y 41) (3.44)

where K (x,1) represents the right hand side of Eq. (3.43) and i is the iter-
ator. This forms a basis for constructing an efficient non-linear solver, but a
fixed point solver itself would not work as that the convergence properties of
the method are dependent on the time step [81]. This is similar to the prob-
lems encountered with the explicit method. A modification to the method
can be performed where a damping factor is introduced. The process is then
to use the residual given as:

T = y%ﬂ - K(yiﬂ)- (3.45)
The residual is then added to the solution with some damping parameter w:

Y = Ypat — Wi (3.46)
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MMaz | Mres | maziter | AAstart | w | | €

10 10 500 0 011091077

Table 3.2: Typical input parameters for the Anderson acceleration algorithm.

This is the nonlinear version of modified Richardson iteration where the
damping parameter w can either be fixed or chosen using a line search method
[82]. In the case of w =1, it reduces to the simple fixed-point iteration.
The damping parameter can significantly improve the convergence of the
solver but it still might be prohibitively slow. One solution which has been
implemented is to accelerate the convergence of the iterations using Anderson
acceleration [83]. The idea is to use a linear combination of several previous
iterations and a new trial solution to construct a new solution. If the new
solution falls within some tolerance the iteration is terminated, and if not it
is used to obtain the next iterative solution. The algorithm is summarized
in Algorithm 1 and is based on the algorithm presented in [84].

A number of input parameters are needed for the algorithm to run. The
function F(y) is a function whose root needs to found. In regards to the
BDF method, this should be Eq. (3.45) that is written as Fy(y) =y 1 —
K (y! 1) = r; where the aim is for the residual to get a close to zero as
possible. The method requires the input m .., Myes, maxiter and AAstart
stating the maximum number of previous iterations that should be used to
obtain a new trial solution, after how many iterations the procedure should
be restarted, the total number of iterations performed before it is deemed
not to be converging and lastly a delay in when the acceleration should
begin. The values w and [ are damping parameters. The first is related to
the modified Richardson iteration Eq. (3.46), while the latter is a damping
parameter that aims to allow for more aggressive acceleration based on a
linear combination of the previous iterations. Lastly, € is the tolerance in
the error for terminating the procedure and Sy, is the norm with which
the residual is calculated. For the latter, the norm is calculated using the
weights given by Eq. (3.33). Some typical values that have been found to
give good results are given in Table 3.2.

The algorithm was originally implemented for the use of electronic struc-
ture computations but has within recent years become much more studied
and implemented for the general solution of non-linear systems of equations
[86]. In particular, it has been shown that it is closely related to quasi-newton
methods [87] and in the case of linear problems that it is very similar to the
GMRES method for linear problems [86]. The above algorithm is a slight
modification as it contains a restart after every m iteration using information

61



3.2. SPATTAL DISCRETISATION AND NUMERICAL LIBRARY

Algorithm 1 Anderson Acceleration algorithm based on [84] and [85]

procedure AA(F(y)ayamMaxvm're&maxiteTaeaﬁawasnorvaAStart)
System Initialization
Set mAA =0
for i =1,..,maxiter do
if ¢ mod my,.s =0 then
mAA=0
fi=F(yi-1) //
i =Yi—1—w- f;
if | filS,0rm < € then
Return y;
if mMax =0 then
Yi = 9i
else
if k> AAstart then
dfi = fi— fi—1
if mAA < mpsq, then
ImAA = gi— gi—1

else
Gi=Gj+1, j<mMax > Shift all entries by one.
Omtaw = 9i — Ji—1 > Add g; — g;—1 to last entry.

mAA=mAA+1
if mAA =0 then

Yi =9i
else
if mAA =1 then
R(1,1) =/df; > First entry in R in QR decomposition
Q)= % > First column in Q in QR decomposition
else

if mAA > mMax then
mAA=mAA—-1

QRdelete(Q, R) > Remove column from Q and update R
accordingly
for j=1,...mAA—1 do
R(j,mAA) =Q(j)-df; > Update R in QR decomposition
dfi = dfi R(j,mAA)Q(j)
R(mAA,mAA) = /df;,df;
QmAA) = Frmadiman
SolveR-v=QT - f; > Solve least squares problem by backward
substitution.
Yi=9i—G > Update y;

if >0 and p#1 then
yi=yi—(1-0)(fi—Q R-v)
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only from the most recent iteration [85]. The implementation of the restart
procedure seems to significantly improve the convergence of the algorithm.
It should be noted that while the implicit time integration allows for larger
time steps, larger steps, in general, require more iterations to converge. The
reason for this is that the bigger the time-step, the bigger the error in the
initial guess is and hence the problem becomes more ill-conditioned. For the
initial guess, a linear prediction is given by:

N-1
Yni1= Y BilYn—i (3.47)
=0

where N is the order of the method. Note that these coefficients are only
applicable if the time step is fixed. Usually N =2 seems to be a good choice,
in which case 12 = 2,—1. The coefficients are given by Pascal’s triangle.
To test the implementation of the nonlinear solver, it is used to solve an
initial value problem with an implicit time stepper. The idea is to construct
a problem and manufacture a solution (method of manufactured solutions,
or MMS), such that the problem can be solved for a known solution, which
allows measuring the numerical error. For this procedure the BDF method
discussed in Section 3.2.3 with the Anderson accelerator as the inner solver
is applied to the problem, allowing for testing the time integrator and non-
linear solver at the same time. The validity of the time integration is to see
whether the reduction in error reduces with the order of the method. The

test of the Anderson acceleration is in the fact that it converges to the correct
solution. The MMS is:

;T(t,x,y) = V2T (t,x,y) +cos(t)T(t,z,y) + S (3.48)

With a manufactured solution:
T(t,z,y) = sin(t) exp(—2nt)sin(z) sin(y) (3.49)
Which gives a source:
S = cos(t) exp(—2nt)sin(z)sin(y) (1 — sin(t)) (3.50)

The test is such that the simulation is run until a fixed time, and the number
of steps taken to get there is varied meaning the time step size is varied. As
the number of time steps used to integrate over a fixed interval increases,
the error is expected to decrease as err oc ny; ' where N is the order of the
method and ns is the number of time steps used for the fixed interval. The
convergence results are shown in Fig. 3.1. Here the error of the solution rela-
tive to the exact solution is shown as a function of the number of time steps
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used to resolve the same time interval. It is seen that for each spatial order
there is a minimal error in the time integration that can be obtained. E.g.,
for first-order spatial resolution, the first-order temporal method obtains the
desired reduction in error as a function of the number of time steps whereas
higher-order temporal methods do not see the desired reduction in error.
They do however obtain a smaller error than the first order. As the spatial
order is increased it is seen that the correct order of reduction is obtained
concluding in the sixth order spatial discretisation that all temporal orders
achieve the correct error reduction scaling. An exception is the second and
third-order spatial discretisation where the temporal error reduction order
is not obtained. The cause seems to be that despite the order in space, the
error in the spatial discretisation is still so large that it is dominating. In
general, it should be noted that there is a 'competition’ between the spatial
discretisation error and the temporal. This means, e.g., that it is possible
to see the full effect of a 6" order BDF method when using a third-order
spatial method but one needs to use either very large time steps, which gives
a large temporal error or a very fine grid which gives a small spatial error.
If none of these is the case the error introduced by the spatial discretisation
will dominate.

3.3 Possible Future implementations

In the previous two sections, the FELTOR library and the implementation
of the MIHESEL model into it were discussed. When running the MIHE-
SEL code, the experience is often that the bottleneck in the performance is
the linear inversion of Eq. (3.2). Especially when turbulent dynamics are
evolving, the number of iterations on each grid become large. Some possi-
ble considerations to alleviate this could be to use a pure multigrid method
instead as the convergence of the method scales linearly with the size of the
system. Furthermore, the preconditioning used for the system in the form of
the inverse weights is rather crude. Hence, it might be beneficial to examine
better preconditioners such as e.g. multigrid preconditioned conjugate gra-
dient. Both methods have recently become available in the library, but have
not been implemented in the solution of the MIHESEL equations.

In regards to the nonlinear solver, the Anderson acceleration has proven
to be a decent nonlinear solver that is easy to implement. However, it does
sometimes stagnate causing a breakdown in the simulation or require a large
number of iterations. In many other libraries, it is common to use a variation
of Newton’s method [88]. The exact formulation of this method requires
the inverse Jacobian. This is often quite impractical as the calculation of
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the inverse Jacobian matrix can be very expensive and memory intensive.
Another approach is to approximately solve the system for the inverse Jacobi
in an iterative fashion using a matrix-free Krylov inversion scheme. This
method is known as a Newton-Krylov method and should in many cases have
better convergence properties [89][81]. Since this only requires matrix-vector
products and basic linear algebra operations the FELTOR library is well suited
for this kind of problem. Additionally, the linear problems involved with
approximating the inverse Jacobian, can be asymmetric and not necessarily
positive definite. Hence a linear solver that works for these problems is
needed. A version of GMRES [90] and BICGSTAB [91], both of which work
for nonsymmetric and indefinite problems, have recently been implemented
as part of this project, making the future implementation of the Newton
method easier.
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Chapter 4

Results

In the previous two sections, a multiple ion-species drift fluid model was de-
rived. It is an extension of the HESEL model developed in house and used
to study turbulence transport in the edge/SOL at the outboard midplane.
Furthermore, the numerical implementation of the model in the FELTOR
library, with the addition of fully implicit time integrators with non-linear
solvers was discussed in the previous chapter on the numerical methods. In
this section, the model will be employed to investigate physics related to
transport at the outboard midplane. This section contains two overarching
themes, seeded 2D blobs and 2D turbulent transport, with the goal of inves-
tigating the influence of isotope mixtures on transport in the edge/SOL. The
first part on seeded 2D blobs contains the first paper on the MIHESEL model,
that introduces the model and examines the effects of a deuterium-tritium
mixture on the radial propagation of the blob. Additionally, the effect of ion
charge on the blob propagation is examined by simulating a deuterium he-
lium mix, where the latter is double charged. The second part is focused on
turbulence in general. This is done by simulating edge profiles with certain
mixtures of deuterium and tritium using realistic density and temperature
profiles resembling what can be found in medium-sized tokamaks such as

EAST, ASDEX-Upgrade, K-STAR or TCV.

4.1 Seeded 2D Filaments - Blobs

In this section seeded filaments - or blobs - are studied. Seeded blob filaments
are a well-studied topic in regards to understanding the transport through
blobs. Studies have been performed using a variety of modelling approaches
such as drift fluid, gyro fluid, particle in cell and hybrid models, see e.g. [21],
[52], [92]-[95]. They provide a simple look at the interchange dynamics of
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edge transport in a simplified setting. As such, they allow for a qualitative
understanding of the turbulence driving mechanisms, while also providing
some quantitative understanding of how the dynamics of the filaments are
affected by the filament width, amplitude, ion temperature etc. [92].

4.1.1 Deuterium tritium Blobs
4.1.1.1 Prelude

The first paper produced regarding this work introduces the MIHESEL model
and goes through many of the steps given in Chapter 2 used to derive the
model. At the time of writing, the paper has been submitted to Physics
of Plasmas and is in review of the first revision. In the seeded blobs, only
the dynamics perpendicular to the magnetic field are accounted for in the
paper. As such it is a pure 2D simulation. This means that the parallel
parametrisations and sources terms are not part of the paper. With the
model derived, the paper presents to first numerical results produced with the
model by investigating the influence of a deuterium-tritium isotope mix on
the radial propagation of seeded blobs. The initial mixture is divided into the
background mix and the perturbation mix. A parameters scan over different
compositions with varying background and perturbation mixes allows for a
scaling of the maximum radial velocity of the centre of mass of the blob. The
initialisation of the blobs is such that the electric potential is zero.

While this is somewhat idealised, it still gives insight into transport prop-
erties. The idealised nature comes is as it does not take into account how the
blob was materialised in the first place. It turns out that the initialisation of
the potential can have a significant impact on the propagation of the blob.
A study of the effect of the initial potential can be found in [23].
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Transport in the edge and scrape-off layer mediated by turbulent fluctuations is often studied using drift fluid models.
In this work, we expand previous work on a two-fluid single ion species drift model to a multi-ion-species model that
incorporates collisional interactions between the individual species while conserving energy. The model is simplified
into a set of equations that are computationally realisable. This is used to study the dependency of seeded blob prop-
agation on different mixes of deuterium and tritium isotopes in the background and blob respectively. We find that
the background mix is initially the dominant driver that determines propagation, but that the blob mix becomes the
dominating factor for the continued evolution. It is found that the maximum velocity of the blob scales stronger with

the initial blob mix than the background mix.

I. INTRODUCTION

A fusion plasma is inherently composed of multiple ion
species due to the fusion of two particles into a third of a dif-
ferent type. In future fusion reactor plasmas the reaction will
be based on deuterium and tritium that fuses into in helium.
How species of all kinds interact and how these interactions
carry over to transport coefficients, particularly in regards to
impurity transport, has been studied theoretically!™. The
importance of multi-component plasmas has become evident
from experimental results that show how transport, and conse-
quently confinement, is changed when the ion mix changes>©.
Numerically, this has been studied using gyro-kinetic codes
by comparing simulations with different single species main
ions’ and in some cases also with heavy impurities®. Drift
wave turbulence modeling” has also been employed, but again
this was only with a single main ion species. True multi-
component mixtures have been numerically studied focusing
on impurities and their influence on turbulent behaviour us-
ing a drift fluid approach!® but only with lower-order drifts in
the direction perpendicular to the magnetic field. Other ap-
proaches used single ion species models to simulate mixes
by using an effective mass and charge'!~!3. This limits the
studies to plasmas with a uniform ratio of ion densities as
well as equal temperatures. These assumptions are not valid
when considering, e.g., fuelling with a single species, or when
ion cyclotron resonance heating (ICRH) is used to heat the
plasma. Here the resonance frequency predominantly leads
to heating of particles with the same mass-charge ratio, such
as deuterium and doubly charged helium 4. None of these
approaches include the dynamics arising from the collisional
interactions between all species.

In toroidally confined plasmas much of the turbulent trans-
port occurs where the edge of the core with closed magnetic
field lines, meets the scrape-off layer (SOL) with open mag-
netic field lines, at the last closed flux surface (LCFS). In this
paper, we present a drift fluid turbulence model for the perpen-
dicular dynamics in a 2D slab geometry of the SOL/EDGE
at the outboard midplane'*. The model seeks to accurately
include the interactions between all plasma species through

YElectronic mail: aslakp @fysik.dtu.dk

collisions resulting in resistive drifts for each species. The
model uses the Zhdanov closure? for plasma mixes with mul-
tiple ion species of arbitrary mass and charge. The model is
to be considered an extension of the HESEL'*!> model and
allows for solving for the evolution of the individual densi-
ties and pressures of an arbitrary number of species. In this
regard, we note that the HESEL model is based on the Bra-
ginskii closure'®, which uses the Chapman-Enskog approxi-
mation with two Laguerre-Sonine polynomials, whereas the
Zhdanov closure uses Grad’s 21 moment method. It should
be emphasized that for a single ion species the Zhdanov and
Braginskii closures approaches yield identical results for the
transport coefficients. The Zhdanov closure naturally assumes
a multi-component plasma making it useful for our model.
Similar results can be obtained using the Chapman-Enskog
approach as done in refs. 4 and 1 at the cost of a heavy
mathematical formalism. For the pressure equations, the clo-
sure limits us to studying near equal temperatures in the ion
species.

The remainder of this paper is organised as follows: In Sec-
tion II we outline the theoretical steps towards a multispecies
model with collisional effects and derive the associated en-
ergy theorem. This is simplified into a computationally ef-
ficient model named MIHESEL in Section III. The model is
tested by simulating a range of DT mixes in seeded blobs in
Section IV. Finally, in Section V we summarize and discuss
our findings.

Il. MULTISPECIES DRIFT FLUID MODEL WITH
COLLISIONAL EFFECTS

The starting point for the derivation of the multispecies drift
fluid model is the general momentum equation for an arbitrary
plasma species!, denoted with subscripts s

d
Eus:nsqs(E—ﬁ—us xB)+Ry—Vp,—V-T, (1)

Mg

where my, g, ng, Us are the mass, charge, density and fluid
velocity of species s, d/dt = d; +u, -V is the total derivative,
E, B are the electric and magnetic field respectively, p;y is the
scalar pressure and "7’ the viscous stress tensor. The quantity



R is the total resistive force acting on the species due to col-
lisions with other species. In general we can split this resistive
force into a frictional R, , part and a thermal R, r part. The
perpendicular frictional part for a species s’ acting on species
s is given by?
Rs’%s.u,l_ = —ngMgVy_ (ul_,s - uj_,s’) s 2
while the thermal force is given by:
bx VT, bxVTy

- N E)

msqsB

3
Rs’%s,T,L = SMsNgVy _sllsts

2 myqgB
where 7 is the species temperature and Vy_,, is the colli-
sion frequency between two species defined below and i,y =
mgmg / (ms + my ). Furthermore, we have introduced the mag-
netic unit vector b = B /B where the magnetic field in a Carte-
sian coordinate system is assumed to be of the form:

BoR
=—32

R+4+r+x
where By is the magnetic field at the major radius R, r is the
minor radius and 2 is the unit vector pointing in the z-direction
parallel to the magnetic field. We assume the magnetic field
to be straight and that. Assuming a tokamak with a large as-
pect ratio and small g-factor this can be viewed as an approx-
imation of the magnetic field at the outboard midplane. Fur-
thermore, due to the large aspect ratio, this does not take into
account the magnetic field shear. Summing over all species s’
gives the total resistive force acting on species s. In the case of
electron-ion interactions, we will consider the large mass ra-
tio and make appropriate approximations. In the current case,
this means neglecting the ion gradient term in Eq. 3 when
dealing with ion-electron resistive forces. In the derivation of
the total resistive force? it is assumed that Ty, — T < Ty for
ion-ion interactions. Throughout the paper, we use the species
indices s and s’ for ions and electrons alike, while o and 8 will
be used for ions only and likewise e for electrons. This is to
distinguish terms where there are different approximations for
ions and electron due to, e.g., the mass ratio.

The stress tensor is comprised of a parallel compo-
nent, a perpendicular collisional component and a gyro vis-
cous component. Since we only consider a 2D slab geometry,
we leave out the parallel component of the stress tensor. With
b along the z-axis in an (x,y,z) coordinate system, the perpen-
dicular collisional part of the ion stress tensor is given by:

(it — Bty) (Bt + Oy
Nia )
(Oxity + Ayty) (—Oxitx + Iyuy)

B(x) : )
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where the coefficient is given by summing over all ion species:
1 pq Mg
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with the ion gyro-frequency

Qg = 228 %)
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where Z, is the charge number. We have here only considered
the ion viscous stress tensor due to the mass dependency. The
electron stress tensor is therefore neglected.

The non-collisional gyro-viscous part of the tensor is given
by:

— (Oxty + Ayut) (it — Ayuy)

P e = Nagy . ®
g gy (Ovtty — Byity) (Dt + Dyt
with the coefficient given by:
P
Na.gy = ﬁ- 9)

Again the electron stress tensor is small compared to the ion
stress tensor due to the small mass and so it is neglected.

For the collisional parts of the resistive force and stress tensor
the collision frequency is defined as’:

2120, 7272 4 In Ay (1 n ﬂ)

m
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The Coulomb logarithm is defined such that:
127y Uy
Ay = ——— Ay, (11)
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with %0 = %%y /(% + ¥y ) Where ¥, = mg/T. Finally, the De-
bye length is given as:

1
JZZ 2\ "2
Ay = <Z ”SOJTE ) . (12)

Numerically solving the momentum equation requires resolv-
ing all time and lengths scales including electron gyro-motion
scales. Turbulent transport occurs on time and length scales
much larger than these scales. Hence, we use a reduced fluid
model that resolves the proper scales and captures the physics
of interest while being numerically accessible. With all ele-
ments defined, we follow Ref.14 and proceed to the drift or-
dering. Here, we employ the usual assumptions of the charac-
teristic time scales being longer than the reference ion (such as
deuterium) gyro period and perpendicular lengths scales being
longer than the ion gyro radius:

2
Pa
<1 and =K1, (13)
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The lowest order drifts following this are the electric and dia-
magnetic drift, which are given by:

where

bx V¢ n b x Vp;
B gsnsB

Us) = UE +UD s = (15)



The plasma at the outboard midplane is weakly collisional,
meaning the resistive force can be assumed to be next order
(denoted order 1). Following Ref. 16, the same goes for the
viscous stress tensor. Consequently, for the next order drift
we find the polarisation, resistive and viscous drift:

Us,1 = Up s + UR s + Ugr s

:Q,lbxin_bes+bxv.<?s 16)
€S dr qsnsB gsnsB

The resistive and viscous drifts depend on the velocity wu;, but
the respective drifts are first order meaning we use only zeroth
order drifts u, o when evaluating them.

We now turn our attention to the equations for density, vor-
ticity and pressure. Inserting the expression for the fluid ve-
locities into the continuity equation', yields the perpendicular
density equation for ions:

ng+ V- (ng [Ug +up g +Upag+Ura+Urel) =0.
(17

ot

We impose quasi-neutrality Y, Zgng = 1., meaning there is
no need to solve an electron density equation explicitly. As a
result, multiplying the density equation for all species by their
charge state Z; (with Z, = —1) and summation under the quasi
neutrality condition yields the vorticity equation:

Zz ( ng+V- (nsus)> =
V- (ne[upe]) =0
(18)

Here, we have used that the viscosity and polarisation terms
are mass dependent and so are negligible for electrons. Also
we employed that the resistive force conserves momentum,
Ry _,, = —R, ,y and consequently that all V - Zsnsug ¢ terms
cancel.

Finally, the pressure equations are found from the multi-
species pressure moment equation'. For electrons this gives:

Yz

(ng[up,g +upa+ural)—

34 3
2 8tp6+ SV (pe [UE +uD,e+uR,e])
+pev'(uE+uD,e +UR,E)+V'QE:Qea (19)

and for each ion species Q:

30 3
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Here, the total collisional energy exchange is Qs = Yy Oy
The interspecies collisional energy exchange is given as
Oy s = Oy s — us- Ry, with Qy ¢ = —Q; v, which is
required for energy conservation. As the resistive force is or-
der 1 due to low collisionality, it is evaluated using the low-
est order drifts, which gives —u, - Ry_,; ~ —u,0- Ry_; =

—Up s (qsnsVO + Vpy). Finally, the thermal energy ex-

change is given by?:
3ngmgVy (Tv’ - TS)

21
mg+mgy @D

Oy 5=

By using the expression for the collision frequency in equation
(10) it is easily verified that this satisfies the required energy
conservation condition Qy_,; = —Q,_,¢. For the ion pressure
equation (20) the collisional energy exchange and the resistive
drifts can be combined to read:

3 -
EV ) (PauR,a) +paV - ugg—Qq

5
= EV : (PocuR:a) - ZQs—nx +UR - (Qa”lavd’) . (22)
s
‘We now turn our attention to the heat flux g,. In general it
can be split into a parallel g ;, perpendicular collisional g

and diamagnetic heat flux g ;. For ions, omitting the parallel
component, these are given by?

5p
dx.a= 7
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Although the expression is lengthy, it should be noted that in
the case of a single ion species, it reduces to the expression
found in Braginskii'®

For electrons similar expressions are given in Ref. 2. When
using the mass disparity between ions and electrons this can
be written in a compact form*:

5 pe
qx,ez——p—bxvzz (25)
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From the resistive force Eq. 2 and 3 in the large mass ratio
limit and using the lowest order drifts, the electron resistive

drift becomes:
Va—e ( VPpe Vpa
— d
Z meQae ( e + Zalg an
3
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With this it is instructive to write the perpendicular collisional
heat flux as:

qdle=9q1Lue + q1.Te=
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Combining Eq. (28) with the collisional energy exchange and
the resistive drift terms in the electron pressure equation we
obtain:

3 ~
EV . (peuR,e) + pev *URe + v. qle— Qe -
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Lastly, we simplify the polarisation term by employing the
gyro-viscous cancellation in which part of the gyro viscous
tensor component cancels out the diamagnetic contribution to
the advection velocity in the polarisation term giving a simpler
expression. Since the gyro-viscous part of the stress tensor is
non-collisional it is independent of other species and as such
the cancellation holds regardless of the number of ion species.
A commonly used form of this cancellation is expressed as'”:

Vemey L at+ne(upe-V)uiao=Vix. (30)

The term on the right hand side represents the remainder of
the gyro-viscous cancellation. As this is commonly neglected,
which we will also do, we will not consider it in detail. The
polarisation term then reads:

V- (ng[upa+ungal) (G
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where the term uy ¢ is the drift associated with the remainder
of the gyro-viscous cancellation stated in Eq. (30) and where
the total derivative is given by:

!
= (ur bt unabune) V. (32)
We note that due to the appearance of the polarisation drift in
the advective part of the total derivative, the drift is recursively
defined by itself, making it impractical for numerical imple-
mentations. As such it is commonly dropped. We do the same
when deriving the numerically implementable model.

It should be noted that due to the drift fluid expansion, and
subsequent truncation, the ion density, ion pressure and vortic-
ity equations contain an asymmetry when adding the ion den-
sities together. This means that multiple identical ion species
with equal temperature, but with different densities, do not
add exactly to give the same as if they were represented by one
combined density distribution unless ny/ ng = const. every-
where. Correct summing of the ion species is a fundamental
requirement for multispecies modelling, and so should always
be considered carefully. Taking e.g. the ion density equation
this would imply that

d d
y (atnaJrV%aua) = Cnt Vo (3

o

where n; = Y, ng. For our drift fluid version of the continuity
equation this equality does not hold. The source of inequality
occurs in the vorticity and ion pressure equations and are re-
lated to terms associated with polarisation and viscosity drifts.
This is because the terms are non-linear in ny, as e.g

d (bxVo bxVpg
Xa‘,v-naupya = ;v-nagwb x < 5 -~
d (bxVo bxVY¥,pa
2 Qeobx — )
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which in turn is due to the inclusion of the diamagnetic drift
as a lowest order drift as seen in equation (15). The validity
of the occurrence of the diamagnetic drift at this order is dis-
cussed in Ref. 18. As the polarization and viscosity drift are
of higher order the effect is expected to be small and therefore
negligible, which has been confirmed by numerical experi-
ments (see last paragraph of IV).

A. Energy conservation

In this section we derive the energy theorem for the col-
lisional multispecies drift fluid model expressed in equation
Egs. (17) to (20). Similar to Refs. 14 and 19 we start by
multiplying the vorticity equation (18) with e¢ followed by
integrating over all space while neglecting the surface terms.
Combining all this together yields the global fluid kinetic en-

ergy:
/dVeq) Z V- Zangup o +ed ZV “ZanaUp,o
“ o o

—edV -neup . +ed ZV ZolgUr o
a

d
= /quE . Zmanaa (ug+up,qa)
o

+ug - (vaa +Vpe> +ug-) V-w=0. (335)
o o

The next part of the energy theorem is the thermal energy
given by the pressures. Integrating the electron pressure equa-
tion (19) over space and neglecting surface terms yet again,
gives:

39
/dVE Epe —UEg - VPe +URe - (qenev¢) - Qe =0. (36)

Finally, we perform the same procedure for the ion pressure
equations Eq. (20):

" 390 d
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With the above equations at hand we proceed to sum every-
thing together. To this end we first look at the interaction terms



between ion species, i.e. the resistive and heat exchange term.
Starting with the resistive fluid drift for ions we have:

UR o = UR e—q T ZUR,ﬁaa- (38)
B

Evaluating the frictional force given in Eq. (2) with the low-
est order drifts we have that the resistive drift is linear in
ng and that ngug ¢, is antisymmetric in s and s’. Conse-
quently, all terms related to wg cancel when summing all
pressure equations. As for the heat exchange term (Eq. (21)),
since msngVy s = mgng Vy_, ¢ it becomes evident that Qg _,, =
—Q,_,y and consequently that all ion-ion heat exchange terms
cancel when summed and similar for ion-electron heat ex-
change. Integration by parts of the wy : Vug o term allows
for the diamagnetic part to cancel the fourth term in Eq. (37).
The total ion thermal energy contribution to the energy theo-
rem then becomes:

39 d
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The final energy theorem is now obtained by adding the con-
tributions from the vorticity (35), electron (36) and ion pres-
sure (39), and invoking the density equation to put the density
under the time derivative. In conclusion, the energy theorem
reads:

d 3 3 1
E/dv (2p6+za: <2pa+2manaué,0>> =0. (40)

This is the general energy theorem and so the total energy
given as the sum of the thermal and kinetic energy as we ex-
pect.

I1l. COMPUTATIONALLY IMPLEMENTABLE MODEL:
MIHESEL-MODEL

The system of equations presented in Section II is numer-
ically cumbersome to implement and so we seek to simplify
the equations to get a numerically workable model. In this
section we also discus the influence of the approximations on
the energy theorem and the summability of the equations in
regards to the asymmetry in summation discussed earlier. As
mentioned, we consider a 2D slab geometry with x and y as
the radial and poloidal directions respectively with the mag-
netic field given by equation (4). The process of simplifying
the model starts with the terms involving the polarisation and
gyro viscosity drifts. As mentioned in equation (30), the sum
of these terms results in the gyro viscous cancellation. The
remainder term uy o from the cancellation is dropped in (32)
and for computational convenience we employ the thin layer
approximation'*. The terms involving the polarisation drift,

which only concerns ions, are thus reduced to:
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Here, ny  is the characteristic reference value for density. The
expression in Eq. (42) is formally small'#, and is consequently
left out of the ion pressure equation. The exclusion of this
term does not violate the energy theorem. The similarity of
the approximations in Eq (41) and (43) is required for energy
conservation.

Moving on to the collisional terms and starting with the
frictional resistive component we evaluate them using the low-
est order drifts ug and up ¢, in which case the electric drifts
cancel, leaving only the diamagnetic contribution. The total
resistive drift is then approximated as:

Ups = _Z Vs o5 (Vps _ CIxVPs')
: I msggs ng qs Ny
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Similar to Ref. 14 we see that the thermal gradient terms par-
tially cancel and so we neglect them giving the approximation:
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where we define the diffusion coefficient as:
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For the density equation and pressure equation this results in:
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These approximations do not change the energy conservation
as the two first terms appear as surface terms in the integral
and as such are intergrated out. Eq. 51 is symmetric in in-
dices and all terms cancel when summing over all species.
For the electron pressure equation the resistive contributions
from Eq. (29) are approximated as:
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The ion heat conduction is approximated as:
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Again, this does not alter the energy theorem.

Finally, we consider terms related to the ion viscous stress
tensor. When calculating the stress tensor, we evaluate the
velocities using the lowest order drifts and use the same ap-
proximation used in the polarisation drift. Furthermore, the
viscosity coefficients 17, o are computed using reference val-
ues for the pressure and magnetic field. The tensor finally
reads:

20505 (=) P
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In the approximations of terms including the viscosity drift
we evaluate 1| ¢ and ng in the denominator at reference val-
ues as done in, e.g., Egs. (57) to (60). For the dyadic prod-
uct of the stress tensor and the zeroth order drifts entering
the ion pressure equation, the perpendicular collisional part is
then approximated using reference values for pressure, col-
lision frequency and magnetic field in the viscosity coeffi-
cient. Likewise the lowest order drift is given approximated
as u | g0 =bx V¢g. In the end this gives:

T e~ N (54)
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Tey,a,0 - VUL,a,O =0, (56)

where the stress tensor diffusion coefficient is defined as:
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The remaining terms involving the stress tensor are approxi-
mated as:
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The term given in Eq. (59) is leftout as V- (pauz.«)/V - qa ~
pé / Li < 1. The two other terms in Egs. (58) and (60) are ap-
proximated so that together with Eq. (56) energy is conserved.

Having done all the approximations above we employ neo-
classical corrections to the equations by multiplying the diffu-
] sion coefficients by a correction factor!

R
Dy s = (1 + /’55) Dy, (61)

where R is the major radius, r is the minor radius and gos is the
safety factor. In principle, the neoclassical correction should
only be applied to the averaged fields on closed field lines as it
assumes longer timescales than what is found in intermittent
turbulent transport. However, to simplify the implementation
of open and closed field lines the correction is kept for the
whole domain.

For numerical convenience we perform gyro-Bohm nor-
malisation giving the dynamic variables:

T X e¢ ng
— a.er — X, £2'C,D,Ot_>t7 7_>¢7 7_>n0£,ea
T.0 PD Teo Ne 0
(62)
and the static values:
my 5,0 T o
uu — —ay, —— — T (63)
mp ) T.0

Here QcyD"() = eBo/mD, Pp =4/ Teso/mDQ%,D.O’ with the sub-

script D indicating deuterium. In general it can be any normal-
isation but for this work we will use Deuterium as the normal-
ising species. We can now write down the final MIHESEL-
model equations:
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Here ¢, = ¢ + pa/qaaq is the generalised potential. The
right hand side contains all terms related to collisions and vis-
cosity and are given by:
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The advective derivatives are defined as:

d 9 1 & 9
E—EﬂLE{(I)»'} and E—E"‘{‘Pw}, (72)
where {f,g} = 0 fdyg — dy forg is the Poisson bracket. The

curvature operator is given as:

bXVLf>_

_ Pp
CK(f)_V-< B 7?a),f. (73)

Lastly, we revisit the energy conservation. We have already
discussed how none of the approximations lead to a violation
of the energy conservation and redoing the calculation of the

—?e [TSVne -Vng+n,VT;-Vn, + TsneVZns ) +Z (
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energy theorem with these approximations yields:

d 3 3 Voal*\\ _
o /dv<2pe+<zzpa+aaﬂa . =0 (74)

o

As mentioned, models such as the HESEL model!# that use
only one ion species have been extensively used to study the
evolution of the dynamics in the edge/SOL. The MIHESEL
model naturally reduces to a single ion species model. In this
case the sum over species s involves only one ion species and
the electrons, while the sums over @ and 3 reduce to a sin-
gle ion species term each. In the latter case, one has o = 3,
meaning that, e.g., g = Lg.



IV. SIMULATIONS OF SEEDED BLOB DYNAMICS

As a first test and demonstration of the model we solve
the above equations with seeded blobs as the initial condition
where we introduce a Gaussian perturbation in the density:

o (x—x)”  (—ye)’
na(xy)@t - 0) = Ny bg +”(x,b exXp| — - .

202, 202,
(75)

Here ng g is the background density and ny, is the blob ampli-
tude. For the width of the blob we use 6, o = 0y o = 10pp for

all species. For reference values we have n,o = 1.5- 1093,
T,0 = To0 = 20eV and By = 2T. In the poloidal (y) direc-
tion we employ periodic boundaries while we use Dirich-

2 Hi 2
—YalallaV *Z*:V
_Hiy2 31 M oy2
Z v 2 p Z%alv
_Hay2
ZZV 0

let and Neumann boundaries for the inner and outer radial
(x) boundaries respectively. The equations are numerically
solved using the FELTOR discontinuous Galerkin library?°.
Here we have N, = 2N, = 192 grid cells and use three poly-
nomial coefficients for a third order method. The box size
is Ly = 2L, = 200pp. The time integration is done using a
third order implicit backward differentiation formula (BDF)
method with a time step of dt = 0.5. The resulting non-linear
system of equations is solved using Anderson acceleration®!,
where for each Anderson iteration we solve the system of
equation for the partial derivative. This means we need to per-
form an inner inversion of the potential and ion pressure equa-
tions since these are intricately coupled in the time derivative.
To do so we cast them in the form:
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Because of the complex form of the matrix we invert this
system with a matrix-free approach. We consider a two ion-
species plasma of deuterium and tritium, which is split into
different configurations for the background and perturbation
mix. The collection of configurations are all possible combi-
nations of ’Background mix’ and ’Perturbation mix’ given in
table I. The sum of ion densities is such that in normalised
units, Myrpe = Lo Rapg = 1 and nyp = Yqnap = 1 for all
runs.

An example of the evolution of the electron density profile
is shown in Fig. 1 for the case of 50%D and 50%T in both
background and perturbation with the center of mass position
superimposed on top. Here we see the characteristic “plum-
ing’ behaviour of seeded blobs moving radially outward. Ad-
ditionally, there is an asymmetrical evolution of the blob in the
poloidal direction. This asymmetry is a consequence of finite
ion temperature effects. Both the radial and poloidal motions
are very similar to what is seen in e.g. Ref. 22 and 23 for
single ion species simulations. The electron density is shown,
as it is the sum of the ion densities and as such, serves as an
indicator of the overall plasma evolution.

In Fig. 2 left, we show the radial center of mass position for
the blob as a function of time. In Fig. 2 right, we show the
radial center of mass normalized to the case of 50%-50% DT

2
() +p5v-{9.V.9
2
(Aps =30 (0) =34 (2) +m2V {6,V.165

/P

76
/Pz (76)

1)
)

in both background and blob. The center of mass is defined
as:

1
X, = i / xY my (ng —nepg) dv, 77)
o
where M is the mass of the blob given as
M= / Y ma (ng —nepg) V. (78)
o

The electron mass is neglected since it is much smaller. From
the left figure, we observe that the blobs overall follow much
the same trend with the light mixes moving faster. This picture
eventually becomes less clear as light blobs in heavy back-
grounds appear to have moved further at the end of the simu-
lation. From the right figure, we see that the initial develop-
ment is grouped within the seven distinct background mixes
(see Table I) but quickly separates according to the perturba-
tion mix. At around rQ.;p ~ 1800 this picture is switched as
we observe a grouping corresponding to the perturbation mix
after which they will start to separate again. Overall it is evi-
dent that initial mixes with more deuterium (green) in general
move faster radially than with tritium (purple) while the de-
pendency on the perturbation mix increases over time.



D T D T D

D T D T D T D T

Background mix 12,5 87,5 25
Pertubation mix 12,5 87,5 25

75 37,5 62,5 50
75 37,5 62,5 50

50 62,5375 75 25 875125
50 625375 75 25 875125

Table I: Table of setups for mixes in background and perturbation with 49 unique initial conditions in total.
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Figure 1: Electron density for the case of 50% D, 50% T in both background and perturbation taken at different snapshots with
the center of mass superimposed as magenta crosses.

Taking the time derivative of the center of mass position
yields the radial velocity of the center of mass. This is related
to the flux given by?*:

d
I'(¢t) = dV =MV=M—X. 79
(1) /;ma”aua (o X (79)

Consequently, it is interesting to look at the (maximum) ve-
locity as it indicates the (maximum) flux. The radial veloc-
ity is shown in fig. 3. Here it is observed that mixes with
more deuterium especially in the blob have higher initial ra-
dial velocity and reach their maximum earlier than for tritium
dominated simulations. However, over time, this picture will
reverse with tritium dominated blobs having higher velocity in
the end. Taking a closer look at the maximum velocity in fig.
3 right, it becomes clear that the moment at which the maxi-
mum value is obtained is highly dependent on the background
density illustrated by the seven groupings. Comparing each
group we see that overall the maximum velocity decreases as
the amount of tritium in the background increases. Within
each group, it is clear that the amount of tritium in the pertur-
bation significantly affects the maximum velocity.

To quantitatively estimate the influence of the mixture we
perform a simple scaling analysis. From previous scaling
studies of the maximum blob velocity we know that it scales
as Vyax o< m 92 (see e.g. Ref. 13) and so we expect something
similar in our case. However, since the mix in the background
can differ from the blob mix we use a composite scaling of
the form v,y o< msz’b gm’;ﬁb where we have introduced an ion
effective mass given by:

My = Yo nama
eff — o -
Yo

With this the dependency of the effective mass of the ini-
tial blob and background on the maximum radial velocities

(80)

is found to scale as:

Vinax (Meff by Meff bg)

—0.34(£0.01) —0.25(£0.01
= 0.055(£0.001) (1, =000 o P2E000) 81y

From this velocity scaling we observe that the maximum ra-
dial velocity scales strongest with the perturbation mix, but
also that the background mix plays a significant role. It should
be noted that in the case of uniform initial ratio the back-
ground and the perturbation effective masses are the same.
With this we get a scaling of Vax(mep) o< m’ﬁ(}sgg. This dif-

¢f
fers slightly from the theoretical m;ﬁf)'s scaling, however, the

magnitude of blob put us in an energy-limited regime, as dis-
cussed in Ref. 25, giving the slightly higher mass dependency.
Naturally, this scaling only works with the initial conditions
presented earlier. The dependency of the effective mass in the
blob is expected to also scale with, e.g., the magnitude of the
blob.

Lastly, we consider how the mix in the blob evolves. Within
the model equations, we have included interactions between
all species through collisions, which are contained within the
resistive drift terms as seen in Eq. (45). Here it is observed
that the resistive force will result in an equilibration of the mix
such that ng — cqng where cq is some constant. We examine
this by looking at the ratio of tritium in the blob over time nor-
malized to the background ratio with the result being shown
in Fig. 4. In this figure, there is a clear tendency for all mixes
to converge to the background mix as a consequence of the re-
sistive force. As a result, it is to be expected that in a plasma
where this is a dominating force, the plasma will tend towards
a homogeneously mixed plasma that can be described by an
effective mass approach. Up to now, we have only considered
the center of mass propagation. We now discuss the differ-
ences in the density distribution for the 50%D 50%T case. In
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Figure 3: Left: Radial center of mass velocity. Right: Maximum radial velocity against time of occurrence.

Fig. 5 we show the difference both with and without the terms
involving ion-ion resistivity at different points in time. We no-
tice that, regardless of the resistivity, the difference between
the two species is very small compared to the initial blob per-
turbation meaning there is little separation between the two
species. Comparing the two cases with and without resistive
drift (top and bottom) it is evident that the resistive force has
a smoothing effect on the species as the differences in the re-
sistive scheme are a factor five smaller than the non-resistive
counterpart. This supports our earlier observation in Fig. 4
where we saw a tendency to equilibrate towards a global ratio.
It should be noted that the evolution of the electron density
distribution is the same for both cases as it equals the sum of
ion densities and ion-ion resistive drifts cancel each other.
Earlier in Section II we discussed the issue with asymmetry
in ny when adding densities (see Eq. (34)) that could cause
different outcomes when splitting a single species into two.

We have therefore performed simulations similar to the above
but with a mix of pure deuterium in order to gauge the error
introduced by this non-physical artefact. From these simula-
tions, the error amounts to small deviations in the position of
blob over time. The errors are of a magnitude of below 10~
when normalised to a single species simulation. In regards to
the DT runs this can be considered negligible and can not be
attributed to the mass effects we see. Furthermore, runs with
the same mix ratio in blob and background show errors up to
1077, As the resistive drift drives the ratio of the blob and
background mix towards equality the error introduced by the
asymmetry in summation will diminish over time in general
and so the error level is considered acceptable.
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Figure 4: Tritium percentage in blob normalised to
background tritium percentage.

V. DISCUSSION

Based on the Zhdanov 21 moment closure, we have de-
rived a drift ordered fluid model that incorporates multiple
ion species and describes the evolution of the density, vortic-
ity and pressure. The model includes consistent ion-ion and
electron-ion collisional interactions while maintaining energy
conservation. Based on the drift fluid equations for density,
vorticity and pressure a computationally workable model was
derived and studied through seeded blobs with different mix-
tures of deuterium and tritium in both the background and
blob. We discussed how the mix in the background and blob
affect the propagation of the blob individually and found that
initially, the deuterium dominated mixes developed the fastest
with the background mix playing a leading role. However,
as time progresses the mixture in the blob became dominant.
We found that both parameters are important for the scaling of
the maximum velocity but with the blob mix playing a larger
role. Furthermore, we discussed how the resistive forces be-
tween the mixes tend to equilibrate so that the mixing ratio is
the same everywhere in the plasma. As time progresses the
plasma is expected to converge to a system that can be mod-
elled with an effective mass. The asymmetry in summation
discussed in II was examined and found to be inconsequen-
tial. The mass dependency on the blob propagation suggests
that radial transport will decrease as the isotope mix increases
the overall mass. In future studies, we plan to investigate the
isotope dependency on cross-field particle and energy trans-
port in the edge in a fully developed turbulent plasma. In
these studies, we will furthermore account for parametrisation
of parallel losses as in Ref. 15.
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4.1. SEEDED 2D FILAMENTS - BLOBS

4.1.1.3 Postlude

The paper introduced the MIHESEL model derived from the moment equa-
tions the drift fluid expansion of the momentum equation. In relation to this,
it was shown that the model was energy conserving in the form given in the

paper:

V.o? 3 3
/dVZ (mana,()|J;¢| + 2pa> + 5]7@ =0 (41)
«Q

Hence the full energy, in the form of fluid kinetic and thermal energy, is
conserved. For the full MIHESEL model given in Egs. (2.143) to (2.146),
which contain the parallel parametrisation, the conservation of energy con-
tains a non-zero right-hand side due to the inclusion of parallel loss terms
and sources. Following the theoretical discussion, the first use of the model
was presented. In this, simulations of seeded blobs with a variety of mixes of
deuterium and tritium in background and perturbation were investigated. It
was found that overall the inclusion of tritium slowed down the blob prop-
agation compared to a deuterium dominated blob. The exact dependency
was found to be on whether the deuterium was in the background or the
perturbation initially. A velocity scaling of the effect of the background and
perturbation mix on the maximum radial velocity of the blobs was found as:

Vmax(meﬁ,bameﬁ,bg)

= 0.055(=£0.001) <m€;;24(i0'01) +meﬁ9;§§(io'°”) .

(4.2)
This shows that while the maximum velocity depends on both types of mixes,
the perturbation mix is slightly more dominant. That the background is also
important, reveals itself in the fact that the perturbation mix tends towards
the background mix as seen in fig. 4 in the paper. This homogenisation of
the mixture ratio is caused by the resistive force between species. Overall, it
can be concluded that for the case of uniform ratio in the initial perturbation
and background, the velocity scaling falls well in line with the scaling found
in [23].

Poloidal motion In the paper, the radial propagation of the blob was the
primary focus of the numerical simulation. The MIHESEL model does, like
its predecessor the HESEL model, contain lower-order finite Larmor radius
effects through the gyro-viscous stress tensor and the generalised vorticity.
The resulting behaviour is that there is a poloidal motion of the blob. This
is also seen in [52], [92], [96] where the blob moves in the negative B x VB
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Figure 4.1: Poloidal center of mass position over time for DT simulations.

direction. In the particle picture, this motion results from a gyrating particle
transversing a non-uniform electric field. The variation of the electric field
happens on the scale of the blob width. As a reminder, the gyro-radius is
given as:

= Talla _ (4.3)

which shows that higher mass means larger gyro-radius. This implies that
a heavy particle would experience a more varied electric field compared to a
lighter particle and so should cause increased poloidal motion. In Fig. 4.1 the
centre-of-mass position in the poloidal direction over time is shown. In this,
it is observed that it is the isotope mixture in the blob that is the determining
value regarding the magnitude of the poloidal centre-of-mass position. This
falls well in line with the notion that heavier particles have larger gyro-radii
than lighter (assuming the same charge) and so exhibit more pronounced
poloidal motion. Interestingly, it is the mixtures where the background is
deuterium dominated and the perturbation is tritium dominated that expe-
riences the largest poloidal propagation.

4.1.2 Deuterium helium blobs

In the previous subsection, blobs with mixes of deuterium and tritium were
studied as these are the main components of a burning plasma. Naturally,
in a true burning plasma, Helium will also be a main component of the
plasma mix as it is the ash of the DT fusion reaction as stated in Eq. (1.1).
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Figure 4.2: Left: Deuterium helium radial center-of-mass position over time.
Right: Normalised center of mass.

Furthermore, doubly ionised helium four is interesting as it has the same mass
charge ratio as deuterium, meaning it is the same gyro frequency for both
species. In this section, a similar simulation scan of 49 individual mixtures as
the one found in the paper is performed but with helium instead of tritium.
To make a comparable situation, the electron density is the same for all blob
simulation. This means that when helium substitutes tritium, the helium
density will only be half what it would be if it were tritium. The density of
deuterium is unchanged.

The radial position of the centre-of-mass is shown in Fig. 4.2 along with
normalisation regarding the case where 50% of the electrons are contributed
by the deuterium and the rest from the helium. Moving forward, the mix-
tures will be referred to by the amount of electrons each species supplied,
e.g., 75% — 25% means the helium supplied 25% of the electrons. In Fig. 4.2
left it is observed that the difference in the evolution of the centre-of-mass
for all mixtures is less pronounced than what was observed in the DT case
presented in the paper. This is also supported in the Fig. 4.2 right with the
normalised positions where the initial deviation goes up to about 1.12 where
for the DT case it was around 1.17. Subsequently, all curves tend towards
1.0. From Fig. 4.2 right it is also seen that there is an initial grouping accord-
ing to the perturbation mix where groups with large amounts of deuterium
have higher initial acceleration, and vice versa. In the very beginning, the
background mix has a minor influence on the acceleration. However, as time
progresses, the combination of the background mix and perturbation mix
plays an increasing role.

Looking into the velocity of the centre of mass, shown in Fig. 4.3 left,
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Figure 4.3: Left: Deuterium-Helium radial centre of mass velocity. Right:
Maximum center of mass velocity against time of occurence.

it is evident that the behaviour is very similar to that of DT, i.e. that the
more deuterium, the higher the maximum radial velocity is. From a simple
balance of terms, a scaling law can be found from the vorticity equation
when neglecting the viscosity term. Assuming equal width for all species,
the scaling comes to:

0> q0Da+ 0D
Urad,blob ™ \J E 5 n;x nioe (44)
aMala,

where ¢ is the width of the blob, dps is the amplitude of the of species pertur-
bation. From this scaling, it can be seen that for a pure helium plasma, the
maximum blob velocity should be a factor 3/4 slower than a similar situation
containing pure deuterium. However, from Fig. 4.3 right, it is observed that
the ratio of magnitudes of the maximum velocity of the deuterium and helium
dominated simulations, is close to unity. Here it is also found that the helium
dominated mixes reach their maximum velocity later than a deuterium dom-
inated mix. This shows that the helium mix has a slower acceleration, but
also that in accelerated over a longer time period. A possible explanation
for the discrepancy in the velocity scaling can be found when taking into
account the poloidal motion.

Regarding the poloidal motion, it was previously discussed that the mag-
nitude of the poloidal motion depends on the gyro-radius compared to the
blob width. As the gyro-radius of doubly ionised helium-four is a factor v/2
smaller than deuterium it is expected that the poloidal motion is decreased
as the amount of Helium increases. The results of the poloidal centre of mass
are shown in Fig. 4.4 where this point is clear. The deuterium dominated mix
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Figure 4.4: Poloidal centre of mass position

exhibits the most pronounced poloidal motion. When the deuterium domi-
nated both background and perturbation the blob experiences most poloidal
motion. This is in contrast to the DT simulations where a tritium domi-
nated blob in a deuterium dominated background showed to most poloidal
behaviour. Hence, the background mix can either enhance or diminish the
effect that the perturbation mix has on the poloidal behaviour. Since deu-
terium is favoured in the scaling compared to helium, it seems to enhance the
poloidal motion of the deuterium (or tritium in case of DT mix) dominated
perturbation. Returning to the matter of the maximum radial blob velocity
scaling, it was noted that in general helium blobs were not slower than the
deuterium by the amount prescribed by the scaling. However, this scaling
only considers the radial motion. But as it was just seen, the deuterium also
exhibits more poloidal motion than the helium counterpart, meaning their
trajectories are different. This could account for the discrepancy between the
scaling and the observed behaviour of the maximum radial velocity.
Regarding transport in the SOL/edge, it is evident that while doubly
charged helium is heavier than deuterium, the higher charge nearly cancels
the transport reducing effect of the increased mass. Hence, for a helium
deuterium plasma, it is to be expected that the transport across the last
closed flux surface is comparable to that of a pure deuterium plasma.
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4.2 2D Turblence

In the previous section, isotope effects on seeded blobs were investigated.
Seeded blobs are an idealised area of study, although much can be inferred
with regards to transport. However, to get statistics of the transport in
the outer edge blob simulations are no longer sufficient. In the region of
the plasma where the edge of the core plasma with closed magnetic field
lines meets the scrape-off-layer, with open magnetic field lines, the plasma
dynamics is highly dominated by turbulent transport. Understanding turbu-
lent transport is highly important in the realisation of a future fusion power
plant. It is therefore of interest to study the effects of isotope mixtures in
such a setting. Turbulence has been studied in a variety of settings in regards
to transport in the edge/SOL region, e.g.,[16], [18], [20]. In particular, the
influence of ion temperature dynamics [62] and neutrals [51] on the devel-
opment of turbulent transport have been studied using the HESEL model.
Additionally, gyro-fluid approaches have also been employed in the study of
the edge turbulence [21].

4.2.1 Simulation setup

In turbulence simulations, the domain is a 2D slab, perpendicular to the
magnetic field, located at the outboard midplane of a tokamak. As such, the
simulation domain can be divided into two main regions, namely the edge
and the sol. Within each region, there are further two regions [62]. For the
closed field line region, which corresponds to the edge, there is an inner edge
region where an initial profile is forced, while the outer edge region allows for
turbulence evolution. The open region contains the scrape-off-layer (SOL)
and the wall shadow region where there is damping according to the parallel
parametrisation given in Section 2.2.3.2. The difference between these two
regions is the strength of the parallel loss terms, where the wall region will
have much higher losses. A schematic of the domain is seen in Fig. 4.5.
The density and temperature profiles are initialised as:

2 an

Tinner,s -1
R R b
Linner

1 ] T
| <T +(y/Taioner — Tuj) 3 tanh <1 +sign
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1 rT—x
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Figure 4.5: Setup of simulation domain with the closed field lines edge region
and open field lines SOL and wall region.

where ny, is the background density and njper is the density at the inner
boundary. The shift z,, 7 . caries little importance as the initial profile will
degrade and become unstable. Hence, for this work, it is simply set as the
midpoint between the profile forcing region. The parameter a specifies the
width of the profile. Naturally niuner > npg. The same goes for the temper-
ature. As the MIHESEL model doesn’t evolve the temperature, but instead
the pressure, an initial condition for the pressure is needed. This is simply
obtained by multiplying the density and temperature profiles. For the ion
temperature, it is required from the closure that Ti, = T3, while the electron
temperature does not have to equal the ion temperature. The potential is
initially zero everywhere. In the way the profiles are given in Eq. (4.5) tur-
bulence will only develop due fluctuations arising from finite numerics of a
computer. Since these fluctuations are small, turbulence will only develop
over long periods of time. To accelerate the initial destabilisation of the
profile, a small perturbation, or blob, is introduced onto the initial density
profile. Following [62] the inner boundary of the domain contain a forcing
region where the profiles are forced toward the prescribed profiles in order to
maintain the turbulent behaviour. For a generic field f this is expressed as:

0 init —
ooy Jinit = f

2 4.6
ot Tforce ( )

where T, is the forcing time. In effect, this is a source terms that emu-
lates a continuous injection of particles and energy into the edge from the
core. Furthermore, as mentioned in Section 2.2.3.2, the parallel dynamics
are parametrised with closed field line losses (Eqs. (2.133) and (2.134)) and
open field line losses (Eqs. (2.129) to (2.132)). To enforce these regions, each
terms is multiplied by a tanh function corresponding to their region.

To keep the simulation stable it has been found that forcing a minimum
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background in the SOL and wall region is necessary. The way this is done is
by adding a term to the right hand side of the MIHESEL equations:

0, otherwise

f=Imin
Th,

fmin,force = { (47)

where f is the field and 7, is some relaxation time. This means that if
the, e.g., the density drops below some minimum, it will be forced towards
this minimum. As such, it is similar to the profile forcing in the inner edge
region with the difference that the forcing is not active when the values are
above the minimum. In principle the SOL and wall region are rather dilute
in both density and temperature expect when filaments are ejected into the
SOL from the edge. Additionally, some amount of recycling does occur which
'feeds’ the SOL and so the background forcing implemented with Eq. (4.7)
can be viewed as a recycling source.

Taking this into account, the dependence of isotope composition on the
turbulent transport is examined with a parameter scan over both the in-
ner boundary composition and the minimum background composition in the
SOL/wall region.

For all simulations, the electron density is set such such that the value at
the inner boundary is ninner.e = 1.5n9 where ng = 1.5- 1024m 73 is the reference
density. The background floor in the SOL/wall region is ngore = 0.25n0.
The ions are comprised of deuterium and tritium and the mixes in the inner
boundary and the minimum background are given in Table 4.1.

The reference temperature is set to be Ty = 20eV with the inner electron
and ion temperatures set at Ty = 47Ty for all species. For the background floor
value, it is set at T 5, = 0.25T)p. The dimension are I, = 10.5cm = 250pp in
the radial direction and [, = 8.4cm = 200pp in the poloidal direction where

pp =+/(T'e/mp) is the reference length. The magnetic field at the last closed
flux surface is By = 27T with a major radius R = 1.65, minor radius » = 0.5
and safety factor of ¢ = q95 = 6. In regards to Fig. 4.5, the edge region is set
to have a width of 100pp = 4.2cm. The same goes for the SOL region while
the wall region has a width of 2.1cm. The widths of the initial profiles are
set to a = 10 for both density and temperature. For the radial direction, the
inner boundary conditions are Dirichlet, while the outer are Neumann for
Na, Ps and ¢. The poloidal direction features periodic boundary conditions.

For the numerical domain, the grid size was chosen to be N, =480 and
N, = 384 for a grid spacing of Az = Ay = 0.52pp. The number of polynomial
coefficients was chosen to be 1. The optimal choice would have been a higher
order such as 3, but this case proved to be prohibitively expensive in the
inversion of the potential ion pressure coupling matrix (Eq. (3.2)). The jump
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Inner Outer
mixture background
composition  minimum

%D  wT %D %T

5 25 75 25
75 25 20 50
) 25 25 75
50 50 75 25
20 20 20 20
20 50 25 75
25 5 75 25
25 75 20 50
25 5 25 75

Table 4.1: Table of setups for mixes on inner boundaries and background
minimum floor with a total of 9 mixtures

factor (see Eq. (3.36)) in the elliptic operator was set to a = 2.2. This was
chosen as it was observed to introduce sufficient numerical diffusion to avoid
oscillations particularly in V2¢. Lastly, the time resolution was chosen to be
At = 0.2596_117 where the parameters for the nonlinear solver are in given in
Table 3.2. S}lapshots of the density, pressure and temperature at ¢t = 0.4ms
are shown in Fig. 4.6. It is observed that the structure of the plasma if
dominated by filaments. This is in agreement with other results presented
in e.g. [62]. This filamentary structure is seen in both density and pressure
profiles. The same also holds for the electron temperature, whereas the ion
temperature displays far more diffusion, with less clear structures.

In the initial phase, when the turbulence is initiated by a perturbation in
the initial profile, a large amount of material and energy are expelled from
the edge. This initial transient event is rather extreme and is not a recuring
event seen in general in turbulence simulation. To show this, it is instructive
to study the advective flux of the particles and thermal energy. The advective
flux of some quantity C' is given by:

I'y=Cu (4.8)

For this work, it is the transport across the last closed flux surface that is of
interest as it gives a measure of the amount of material and energy that is
transported from the closed field lines to the open. The main velocity driver
of the radial flux is the F x B drift. Considering this, and using Eq. (4.8),
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Figure 4.6: Snapshots of density (top), pressure (middle) and tempera-
ture (bottom) at t = 0.4ms for deuterium (left), tritium (middle), electrons
(right). Simulation mix is Inner: 50%D 50%T; BG: 50%D 50%T,
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the radial particle and heat flux are given as:

Cp(x,y,t) = —n% and T'p(z,y,t) =— 9o (4.9)
B B
where ¢ is the electric potential. The poloidally averaged radial flux across
the LCFS for possible mixes in Table 4.1 is shown in figure Fig. 4.7.

It is observed that the initial phase, up to t ~ 0.2ms, exhibit large fluctua-
tions in the flux. This is particularly clear for the Inner: 75%D,25%T mixes
seen in the top row. This is the extreme transient event discussed before. It
is noted that such an event does not occur again after this. Curiously, for
each subgroup of the mixes in the inner region (rows Fig. 4.7), it is the com-
positions where the inner mix is the same as the outer background mix, that
have the largest initial spikes within each row. This seems to indicate that
the composition in SOL/wall regions has some amount of influence on the
processes happening in the inner region. Disregarding the initial phase, it is
evident that the flux is governed by large fluctuations, which is characteristic
of intermittent turbulence.

le22
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Figure 4.7: Electron particle flux for each composition.

To investigate the influence of the mixtures on the radial flux, a proba-
bility density function of the radial flux is produced using Gaussian kernel
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density estimation'. Only the flux data after ¢ = 0.2ms are included to ex-
clude the initial erratic fluctuations mentioned above. The results are com-
pared according to the mixes in the inner region and the outer background.
The resulting comparisons are shown in Fig. 4.8 for the density flux with
the six comparisons (corresponding to three row-wise comparisons and three

column-wise comparisons of Fig. 4.7).
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Figure 4.8: PDFs for electron flux across the last closed flux surface with row
wise and column wise comparisons in relation to Fig. 4.7.

Descriptors of each pdf of both particle and heat flux are given in Ta-
bles 4.2 and 4.3. From the descriptors of both flux distributions, it is observed
that the particle and heat flux across the LCFS increases as the amount of
tritium in the inner region forcing composition compared to deuterium, in-
creases. E.g. the deuterium dominated mix (top left in Fig. 4.8) has a mean
flux of 7.3-102%m 257! against 8.3-102m~2s~! for the tritium dominated
mixture (bottom right in Fig. 4.8). Within each subgroup of the inner mix-
ture, it is further observed that when the inner mixture is equal to that of the
mixture of the outer minimum, the flux is at its highest. This corresponds to
the diagonal from top left to bottom right in Fig. 4.7. That the flux across the
last closed flux surface increases as the mass increases is in contrast to what
was observed in the simulations of the DT blobs in Section 4.1.1 and what

LComputations performed using Scipy’s Gaussian Kernel density estimation function.
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Mixture Mean Standard dev. Skewness  Kurtosis
tner: %D, %, Ba:p, wr 1029m 2571 10202571

75.0, 25.0; 75.0, 25.0 7.3 7.09 2.43 8.87
75.0, 25.0; 50.0, 50.0 6.79 7.1 3.28 16.89
75.0, 25.0; 25.0, 75.0 5.75 5.48 1.86 4.08
50.0, 50.0; 75.0, 25.0 7.33 6.92 1.79 4.11
50.0, 50.0; 50.0, 50.0 8.2 7.11 2.19 8.02
50.0, 50.0; 25.0, 75.0 7.33 7.05 2.96 15.15
25.0, 75.0; 75.0, 25.0 6.59 6.0 2.05 5.96
25.0, 75.0; 50.0, 50.0 7.39 6.77 1.97 5.97
25.0, 75.0; 25.0, 75.0 8.31 8.09 1.89 5.22

Table 4.2: PDF descriptors for electron particle flux across the last closed
flux surface.

Mixture 1;/1(]6211172871 2?;Ld%zd1d V" Skewness Kurtosis

75.0, 25.0; 75.0, 25.0 8.27 8.49 2.61 10.42
75.0, 25.0; 50.0, 50.0 8.05 8.76 3.16 15.47
75.0, 25.0; 25.0, 75.0 7.54 7.48 1.94 4.52
50.0, 50.0; 75.0, 25.0 9.03 8.8 1.83 4.15
50.0, 50.0: 50.0, 50.0 9.63 8.54 2.19 7.68
50.0, 50.0; 25.0, 75.0 8.98 8.96 2.73 12.07
25.0, 75.0; 75.0, 25.0 9.28 8.83 2.21 6.8

25.0, 75.0; 50.0, 50.0 9.37 8.93 2.0 5.59
95.0, 75.0: 25.0, 75.0 9.89 9.86 1.87 4.78

Table 4.3: PDF descriptors for electron heat flux across the last closed flux
surface.
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has been found using gyro-fluid models [21]. In the blob simulations, it was
found that the maximum radial velocity scaled inversely with the mass of the
ion in the blob. I.e. the more deuterium the faster the blob. This was related
to the flux and it was stated that a deuterium dominated plasma would lead
to higher flux. However, it should be noted that the 2D blob simulations,
only involved 2D effects, while these simulations also contain parametrisation
of the parallel dynamics. In particular, the drift wave parametrisation given
in Eq. (2.134), affects the electron density and pressure, and consequently, it
appears in the vorticity equation. Since the ion density and pressure are cou-
pled to the vorticity, the drift waves also affect the ion pressure and density
profiles where it acts as a damping term. While the deuterium dominated
simulation has a smaller flux it is, however, observed both from the flux in
Fig. 4.7 and its statistical descriptors in Table 4.2 that more extreme events
appear in the deuterium case. This shows up as increasingly large spikes in
the flux signal, and as a larger kurtosis for the deuterium dominated mix.
Hence, this indicates that if there are large amounts of deuterium in the inner
region and the outer region, then the plasma will be prone to more extreme
events. Additionally, the deuterium dominated plasmas appear to be more
dilute in density and energy. This is seen in Figs. 4.9 and 4.10 where the
poloidally and time-averaged profiles are lower than the tritium dominated
profiles. The time averaging is done over time entire simulation run, except
for the initial phase. This suggests that the deuterium mixes are not able to
build up profiles that could lead to large fluxes.

A simple test of pure deuterium and pure tritium has also been performed
as a simple test of the model in a single species case. The results for the fluxes
are shown in fig. Fig. 4.11, although these are for a shorter time than the
DT mix. The average particle flux in these cases after the initial transient
phase are 7.8-102°m 25! with standard deviation of 7.1-10%°m =251 for
deuterium and 5.15-10%%m =25~ ! with standard deviation £6.02-1020m =251
for tritium. This is a substantial difference that is more in line with the
expected decrease in transport when the mass increases. This goes against
the results obtained with the mixtures presented above. In this regard, it
is hard to imagine that the flux would vary as such in between the pure D
and T runs but should rather follow the same trend with decreased flux with
increased mass.

That the flux increased as the amount of tritium in the inner region in-
creased deviates from what is expected and should be further tested. In this
regard, it should be noted that the number of large events for e.g. the deu-
terium dominated simulation, is ~ 10 suggesting that the simulation needs to
be run for longer times to get better statistics on the large events. That there
is possibly too few large events is also evident when examining the kurto-
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Figure 4.9: Temporally and poloidally averaged radial electron density pro-
files with row wise and column wise comparisons in relation to Fig. 4.7.
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Figure 4.10: Temporally and poloidally averaged radial electron pressure
profiles with row wise and column wise comparisons in relation to Fig. 4.7.
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Figure 4.11: Particle flux for pure deuterium (left) and pure tritium (right).

sis. This appears to vary substantially from simulation to simulation. Hence
the distribution does not seem to properly represent the extreme events. It
was noted that the blob simulations suggested increased flux with decreased
mass and that the model differences between these simulations and the blob
simulation were the parallel parametrisation. In this regard, it would be
beneficial to investigate the exact role of particularly the drift wave damp-
ing. Additionally, the number of simulation mixes was rather small, more
simulations should be performed to get better statistics on the influence of
the mixture on the fluxes. Lastly, the numerical setup could be tested with
higher resolution to see if it is the problem was with e.g. the resolution or
that the jump factor in the elliptic operator introduces too much numerical
diffusion.

4.3 Section conclusion and Ideas for future
studies

In this section two main themes were studied, namely seeded blob and turbu-
lence simulations. For the seeded blobs, the first submitted paper with the
model was discussed, along with the results of mixtures of deuterium and
tritium in the propagation of blobs. Here it was found that overall, the more
tritium there is in the blob the slower it evolves. In addition, the compositions
of deuterium and double ionized helium in blobs were examined. Here it was
found that, while the helium is much heavier than tritium and deuterium,
the double charged nature of the helium counteracted the increased weight.
This was seen in the radial blob velocity, where, the helium dominated blobs
were only slightly slower than the deuterium dominated blob.

The turbulence studies were a first look into the influence of isotope
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mixtures on the transport in the edge/SOL using the MIHESEL model. Here
it was found that the particle flux increased as the particle mass increased.
This is in constrast to what is to be expected. Hence more studies are needed
to cast light on what might be the cause of this discrepancy. Looking beyond
this problem, there is still much more to explore with a multi species model.

The effect of isotopes on the LH transition has been studied experimen-
tally[24], [97], [98]. It has been shown that the HESEL model, which is the
basis of the MIHESEL model, can show a transition in confinement that
resembles the LH-transition [99]. How mixtures affect this transition could
provide new insights into the LH transition and is particularly interesting in
regards to the upcoming DT campaign at the Joint European Torus (JET).
Furthermore, EAST has shown that the extensive use of lithium has pro-
duces good confinement results and reduces e.g. ELMs [27]. This has also
been numerically studied and shown that the inner profiles are raised when
lithium is introduced [100]. This is similar to the results shown here, where
a mismatch in the inner forcing mix and the outer minimum mix leads to
raised profiles. Using the MIHESEL model, the effect of various isotopes on
edge transport mitigators could be studied.
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Chapter 5

Conclusion and Outlook

On the path to clean abundant and reliable energy, the fusion of light nuclei
such as deuterium and tritium has been proposed as a viable solution to pro-
duce energy. This was discussed in Chapter 1 of the thesis, where the basic
theory of the plasma confinement device known as a tokamak was given. In
conjunction with this, the problems facing the fusion community in realising
a workable fusion reactor was presented. In particular, the instabilities aris-
ing from fluctuations in the edge and the resulting turbulent transport were
discussed. To overcome this problem, it first needs to be understood. In this
regard, the influence of multiple ion species mixtures on turbulent transport
has not been studied extensively in the existing literature. Therefore, the
goal of this thesis has been threefold. First, to derive a multi-ion species
model based on the drift fluid expansion approach. Second, to numerically
implement the model and implement numerical methods to solve the equa-
tions, and third, to use this implementation to study first seeded density
perturbations, known as blobs, and second fully developed turbulence in a
setting emulating the outboard midplane of a tokamak.

5.1 Conclusions

In chapter 2, the multi-ion species drift fluid model, called the MIHESEL
model, was derived. The starting point of the derivation was the Boltz-
mann single-particle equation. From this, equations for the evolution of the
individual species fluid density, velocity and pressure were derived by tak-
ing moments of the Boltzmann equation. The equations obtained by purely
taking moments of the Boltzmann equation contain quantities from the next
higher-order moment. Hence a closure is needed. For this work, the Zhdanov
closure was employed, which uses Grad’s method, to close the equations.
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While the closed set of equations for each plasma species contain all the nec-
essary information, they are not practical for studying turbulent transport in
the edge of the tokamak. To obtain equations well suited for this study, an
approach known as drift fluid expansion was employed. From this, expres-
sions for individual drift were obtained, which in turn could be used in the
density and pressure equation. From these, a number of approximations, in
the form of linearisations, were used to obtain equations that are numerically
implementable. These final equations constitute the MIHESEL model.

In chapter 3, the numerical implementation of the MIHESEL model equa-
tions, derived in the previous chapter, was discussed. To solve the MIHESEL
equations numerically it was found that a linear problem had to be solved
first. This was due to coupling in the potential and pressure time derivatives
resulting in a linear Helmholtz type system. This was cast in a symmetric
positive definite form suitable for the conjugate gradient solver implemented
in the numerical library FELTOR. In regards to the numerical library the
numerical discretisation method, known as discontinuous Galerkin, was dis-
cussed. The MIHESEL equations contain non-linear diffusive terms and so to
make the library capable of solving the MIHESEL equations in a reasonable
time frame, a backward difference formula (BDF) fully implicit time integra-
tor was implemented. This is an iterative procedure and since the MIHESEL
equations are non-linear a solver was implemented. The non-linear solver is
based on the Anderson Acceleration of the non-linear Richardson iteration.
The combined time integrator and non-linear solver were tested using the
method of manufactured solutions and found to give correct results and in
particular that the solvers converge with the expected order.

In Chapter 4, the numerical implementation of the MIHESEL model was
used to study seeded density perturbation, known as blobs, and turbulent
transport. For the blobs, two kinds of mixtures were studied, a deuterium-
tritium mix (presented in the first submitted paper) and a deuterium helium
mix. For both cases, several mixture compositions were studied. The mix-
tures were split into two a background mix and perturbation mix and the
influence of both mixes on the radial centre of mass propagation was investi-
gated. For the DT simulations, it was found that more deuterium in general
increases the maximum radial centre of mass velocity. In regards to the indi-
vidual influence of the background mix and perturbation mix, it was found
that the maximum velocity scaled stronger with the perturbation mix than
the background. In the deuterium helium case, it was found that the influ-
ence of the increased mass was counteracted by the double charged nature of
the helium. In particular, the maximum radial centre of mass velocity was
found to be nearly equal, with helium being slightly lower. In this regard, it
was expected, based on a velocity scaling, that the helium dominated blobs
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would have a factor 3/4 smaller maximum velocity compared to deuterium
dominated. In respect to this, it was noted that the poloidal movement of the
perturbations was more pronounced in the case of a deuterium dominated
plasma especially if the deuterium was in the perturbation. This is a possible
explanation for the helium velocity overshooting the scaling estimate. The
second part of the chapter focused on turbulence simulations. Here mixtures
of deuterium and tritium were investigated. To keep the simulations stable,
a minimum background on the open field lines was enforced. To study the
influence of the mixtures two parameters were varied, namely the mixture of
the inner forcing region and the mixture of the outer minimum background.
From the simulations, the temporal and poloidally averaged flux over the
last closed flux surface was calculated. Here it was found that the flux in-
creased as the amount of tritium also increased. This is in contrast to what
is expected and suggests more studies are needed.

5.2 Outlook

In the derivation of the MIHESEL model from the Boltzmann equation, the
Zhdanov closure was used to obtain a closed set of equations. For this closure
it is assumed that Ti, ~ Ts. This could be expanded upon in the future
to include arbitrary temperatures for the ions, which would be of use for
studying, e.g., ICRH heating of multi-ion plasmas. To obtain the MIHESEL
equations a number of approximations were employed to make the numerical
implementation easier. As numerical libraries expand in capabilities, more
problems are possible to solve. Hence it could be interesting to implement a
full model with approximations. Lastly, the drift fluid expansion results in a
small symmetry problem for the densities. L.e., a single ion plasma arbitrarily
split into two (identical) ion species does not necessarily add exactly to what
the single ion plasma would give. It was argued that the effect is minor,
however, some more study into this would be beneficial.

In regards to the numerical methods, the non-linear Anderson acceler-
ation solver was implemented for use in the implicit BDF method. In the
future, other non-linear solvers could be implemented giving a wider range
of tools to solve a wide range of problems. One such method could be a
Newton-Krylov method which is known to be robust when solving non-linear
equations. In regards to the linear solver, the current go-to method in the
FELTOR library is the preconditioned conjugate gradient. However, for the
MIHESEL implementation, it is often found the bottleneck is in the inversion
of the linear problem of the coupled pressure and potential. Implementations
of other efficient methods should also be considered.
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Naturally, the issues discussed above in regards to transport should be
investigated more closely to find the possible cause of the discrepancy that
increased mass leads to increased flux. These studies should focus on the ef-
fect of the parallel parametrisations and the numerical setup. As a multi-ion
model, the MIHESEL model can study many topics related to the dynam-
ics of turbulence in the edge/SOL. One such topic could be the influence
of the ion mixture on the LH transition where it has been found that the
LH threshold decreases as the mixture mass increases. Moreover, the use
of transport mitigators such as lithium in the SOL as it is used at EAST
has experimentally shown great results in improving the confinement of the
plasma. This too could be studied with a multi-ion species model. In con-
nection with this, the MIHESEL model also includes source and sink terms,
which can also be made to include ionisation of neutral particles. As such
the injection of neutral lithium and subsequent ionisation could be studied
with the model.

Naturally, it is expected that as the model is applied to different areas
of study, more topics of interest will present itself. The continued use of the
model will hopefully reveal areas where the MIHESEL model can be improved
with new additions and features, all of which can contribute to further the
understanding of the dynamics of the tokamak edge and scrape-off-layer.
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